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ABSTRACT 

 

The warm seclusion or mature stage of the extratropical cyclone lifecycle often has 
structural characteristics reminiscent of major tropical cyclones including eye-like moats of calm 
air at the barotropic warm-core center surrounded by hurricane force winds along the bent-back 
warm front. Many extratropical cyclones experience periods of explosive intensification or 
deepening (bomb) as a result of nonlinear dynamical feedbacks associated with latent heat 
release. Considerable dynamical structure changes occur during short time periods of several 
hours in which lower stratospheric and upper-tropospheric origin potential vorticity combines 
with ephemeral lower-tropospheric, diabatically generated potential vorticity to form a coherent, 
upright tower circulation.  At the center, anomalously warm and moist air relative to the 
surrounding environment is secluded and may exist for days into the future.  Even with the 
considerable body of research conducted during the last century, many questions remain 
concerning the warm seclusion process.  The focus of this work is on the diagnosis, climatology, 
and synoptic-dynamic development of the warm seclusion and surrounding flank of intense 
winds. 

To develop a climatology of warm seclusion and explosive extratropical cyclones, current 
long-period reanalysis datasets are utilized along with storm tracking procedures and cyclone 
phase space diagnostics.   Limitations of the reanalysis products are discussed with special focus 
on tropical cyclone diagnosis and the recent dramatic decrease in global accumulated tropical 
cyclone energy.    A large selection of case studies is simulated with the Weather Research and 
Forecasting (WRF) mesoscale model using full-physics and “fake dry” adiabatic runs in order to 
capture the very fast warm seclusion development.  Results are presented concerning the critical 
role of latent heat release and the combination of advective and diabatically generated potential 
vorticity in the generation of the coherent tower circulation characteristic of the warm seclusion.  
To motivate future research, issues related to predictability are discussed with focus on medium-
range forecasts of varying extratropical cyclone lifecycles.  Additional work is presented relating 
tropical cyclones and large-scale climate variability with special emphasis on the abrupt and 
dramatic decline in recent global tropical cyclone accumulated cyclone energy.   
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CHAPTER ONE 

INTRODUCTION 

 

The warm seclusion or mature stage of the extratropical cyclone lifecycle (Bjerknes and 
Solberg 1922; Shaprio and Keyser 1990) often has structural characteristics reminiscent of major 
tropical cyclones including eye-like moats of calm air at the barotropic warm-core center 
surrounded by hurricane force winds along a bent-back warm front.  Many extratropical cyclones 
experience periods of explosive intensification or deepening (Sanders and Gyakum 1980) as a 
result of nonlinear dynamical feedbacks associated with latent heat release (Raymond 1992).  
Considerable dynamical structure changes occur during short time periods of several hours in 
which a stratospheric-origin airstream combines with ephemeral, lower-tropospheric generated 
vorticity to form a coherent, upright tower circulation (Rossa et al. 2000).  At the center, 
anomalously warm and moist air relative to the surrounding environment is secluded and may 
exist for days into the future.  The focus of this work is on the diagnosis and development of the 
warm seclusion and surrounding flank of intense winds.       

Extratropical cyclone lifecycles have been well-studied in the past century from 
theoretical and observational points of view (Bjerknes 1919; Simmonds and Hoskins 1978; 
Shapiro and Keyser 1990; Thorncroft et al. 1993).  As data assimilation and numerical weather 
prediction technology improved, gridded datasets have evolved that allow for detailed analysis 
of atmospheric phenomena on a variety of scales.  Furthermore, advances in idealized and 
mesoscale model simulations have resulted in faithful representations of phenomena observed in 
nature.  Thus, the goal of this work is to use advanced modeling tools and diagnostics to study 
the evolution of extratropical cyclones into warm core seclusions from climatological and 
synoptic-dynamic points of view.           

Using the MERRA (Bosilovich et al. 2006), a recently finished reanalysis dataset, a 31-
year climatology of extratropical and tropical cyclone tracks is created, sorted, and analyzed with 
special focus on cyclones which develop warm-core structure.  While reanalysis datasets are 
relatively coarse spatially, they do utilize available observations with a consistent model and 
current data assimilation technology.  Several aspects of global extratropical cyclone lifecycles 
are presented including the location and frequency of warm seclusions.  It is from this database 
of cyclone tracks that several dozen case-study choices will be made for finer spatial and 
temporal scale mesosclae modeling simulations using the Weather and Research Forecasting 
(WRF) model.  Furthermore, WRF allows for sensitivity studies by removing the effects of 
surface fluxes or latent heat due to condensation.     

There are still several open questions with regard to the development of warm seclusion 
including understanding the dynamical mechanisms responsible for the strength, size, and scale 
of the mature warm core of explosively deepening extratropical cyclones in particular.  
Additionally, the dynamical mechanisms responsible for the development and intensity of the 
extreme lower-tropospheric winds on the periphery of the bent-back warm front which 
cyclonically wraps around the quiescent seclusion are not well documented.  The lack of 
observations over the maritime oceans has somewhat been ameliorated with advances in remote 
sensing technology yet especially the observation of warm seclusions using the QuikSCAT 
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microwave scatterometer (i.e. Von Ahn et al. 2006).  Thus, with the many new datasets available 
that incorporate these observations, it is the optimal time to initiate additional research into warm 
seclusion cyclones and provide a fresh perspective on several topics intertwined including 
predictability.      

In addition to extreme events such as the extratropical transition of tropical cyclones and 
warm-core seclusion development, it is hypothesized that there are other flow-regimes associated 
with reduced medium-range predictability.  Extratropical cyclones may evolve from 
transitioning tropical cyclones and impart considerable impact on hemispheric predictability as 
measured by NWP forecast skill (Anwender et al. 2008; Harr and Dea 2009).  How well are 
specific atmospheric flow regimes, associated with warm seclusions, predicted in the medium 
range or 4-7 days?    Errors associated with analysis uncertainty due to incomplete or inadequate 
observation data assimilation can lead to large forecast errors in the medium range (Swanson and 
Roebber 2008; Langland et al. 2008).  These uncertainties are coupled with the potential of large 
errors due to the flow regime itself (e.g. Shapiro et al. 2001).  This research avenue has been a 
result of continued collaboration with NRL Monterey and will be a large part of the post-
doctoral work. 

Since 1995, the North Atlantic basin has experienced considerably enhanced hurricane 
activity in terms of frequency, intensity, and duration (Goldenberg et al. 2001; Emanuel 2005). 
On the heels of the exceptionally active 2004 and 2005 NATL hurricane seasons and Hurricane 
Katrina in August 2005, a considerable body of research attributed the spate of storms to climate 
change.  While the new consensus viewpoint by Knutson et al. (2010) has put a lid on the 
hyperbole for now, there is still a significant disconnect among many researchers in approaching 
the tropical cyclones and climate problem.  To address this in the final chapter, it is posited that 
the North Atlantic hurricane activity increase should be examined with a global perspective in 
mind.  Indeed, metrics of global tropical cyclone activity are at 30-year lows (Maue 2009) and 
show no signs of abating from the several-years lull.     

This chapter contains research that was conducted prior to the new assessment or 
consensus described in Knutson et al. (2010) but the conclusions throughout are qualitatively the 
same. Indeed, using well-accepted metrics of TC activity, it will be shown that there is 
considerable interannual variability and large amplitude changes in intensity, frequency, and 
duration of storms. Accepting the best-track data records as is, no attempt is made to correct for 
heterogeneities. However, problems in using current and past atmospheric datasets in trend 
attribution studies are discussed (Maue and Hart 2007). One advantage of integrated metrics over 
frequency or counts is that errors in TC intensity estimates are likely randomly distributed yet 
considerable reanalysis of the best-track records must still be done. It is a goal to introduce and 
expound upon the two-pronged problem of understanding a TC's role in climate and how the 
large-scale climate modulates TC activity on weekly to monthly time scales and longer (i.e. Hart 
et al. 2007).   

The framework of the dissertation chapters is presented as follows.  Chapter 2 provides a 
multifaceted and comprehensive review of the mountain of previous literature germane to 
extratropical cyclone lifecycles, structure, and development mechanisms.  The next chapter 
highlights the usage of reanalysis datasets, cyclone tracking routines, and the cyclone phase 
space diagnostics of Hart (2003) to present a global viewpoint of global warm seclusion location 
and frequency.  Chapter 4 develops the diagnostics necessary for analyzing warm seclusion 
mature structure in both the reanalysis datasets and WRF mesoscale hindcast simulations.  A 
short chapter discusses the overall impacts of the synoptic-dynamical descriptions and a 
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conceptualization of the warm seclusion process.  Two additional chapters expound upon 
previously peer-reviewed manuscripts associated with data assimilation and predictability as 
well as tropical cyclones and climate. 
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CHAPTER TWO  

EXTRATROPICAL CYCLON E LIFECYCLES  

 

There are two main conceptual models of low-level cyclone structure and evolution:  the 
Norwegian cyclone model (Bjerknes 1919, Bjerknes and Solberg 1922) and the Shapiro-Keyser 
cyclone model (Shapiro and Keyser 1990).  The former model describes a lifecycle that is 
mainly meridionally-oriented with a long, strong cold-front and a shorter and weaker warm-
front.  The “occlusion” is formed by the pinching and narrowing of the warm-sector by the 
advancing cold-front.  A Shapiro-Keyser cyclone is typically zonally-oriented with a strong 
warm-front but relatively weak cold front.  The main difference between the two-lifecycles has 
been suggested to be due to the upper-level large-scale flow within which the cyclone is 
embedded (e.g. Shapiro and Keyser 1990; Shapiro et al. 1999; Schultz et al. 1998; Schultz and 
Zhang 2007).  The differences in cyclone structure have been attributed to along-jet or across-jet 
horizontal wind speed variations (e.g. Davies et al. 1991; Thorncroft et al. 1993). 

In general, extratropical cyclones form as the result of baroclinic energy processes over 
the midlatitude regions of both hemispheres.  They serve a critical role in the meridional 
transport of heat, moisture, and momentum within the general circulation within which they are 
embedded.  The predictability of weather and climate on a variety of scales is affected by 
extratropical cyclones, which serve as an important teleconnection mechanism bridging the 
domain between large-scale climate and local weather (Lau 1988; Robertson and Metz 1990).   
Their lifecycles have been well studied from theoretical (e.g. Simmonds and Hoskins 1978), 
numerical (e.g. Nielsen and Sass 2003), observational (e.g. Niemann and Shapiro 1993; 
Browning 2004), and climatological (Hoskins and Hodges 2002; Hoskins and Hodges 2005) 
points of view and several development conceptualizations have been presented.   

Rapidly intensifying maritime extratropical cyclones are characterized by Sanders and 
Gyakum (1980) as “meteorological bombs” if their central pressure dropped by a geostrophically 
adjusted 1 millibar per hour for a period of 24 hours.  Most often observed along the eastern 
coasts of Asia and North America during the cold-season, these intense cyclones take advantage 
of favorable baroclinic dynamics aloft and benefit thermodynamically from surface fluxes (e.g. 
Gulf Stream and Kuroshio currents) to generate convection and release latent heat through 
precipitation.  Work in the 1980s confirmed and expounded upon Sanders and Gyakum (1980) 
from both observational and modeling viewpoints (Roebber 1984; Rogers and Bosart 1986; 
Sanders 1986; Gyakum et al. 1989; Roebber 1989).   However, both idealized and realistic 
numerical simulations of extratropical cyclogenesis and development failed to reproduce the 
classical Norwegian cyclone-frontal occlusion structure (Bjerknes 1921; Bjerknes and Solberg 
1922).  Thus, an alternative conceptualization developed by Shapiro and Keyser (1990) 
encapsulated many of the aspects of marine cyclogenesis that the classical Norwegian cyclone 
model did not address, mainly the development of frontal fracture and warm-core seclusion.  The 
powerful warm seclusion from the ERICA field program intensive in 1989 (Figure 2.1) provided 
considerable observations that finally validated the numerical experiments which challenged the 
conceptualization encapsulated in the Norwegian cyclone lifecycle paradigm. 
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2.1 Shapiro-Keyser Extratropical Cyclone Lifecycle 
 
 
A warm-core seclusion is the mature stage of an intense marine extratropical cyclone 

typified by explosive deepening, strong surface winds, and thermally indirect inner-core mature 
structure as conceptualized within the Shapiro-Keyser and Norwegian cyclone lifecycle models.   
 
2.1.1 Introduction 

 
Numerical simulations during the 1960s (e.g. Edelmann 1963; Eliassen and Raustein 

1968) of amplifying baroclinic waves produced surface frontal structures that differed from the 
Norwegian frontal-cyclone model.  During the 1970s and 1980s, three-dimensional Eady (1949) 
model wave simulations showed previously undescribed frontal processes including (1) frontal 
fracture or frontolysis near the cyclone center during the early stages of cyclogenesis, (2) 
formation of a bent-back warm front into the northerly flow west of the rapidly deepening 
cyclone and (3) the formation of a warm-core frontal seclusion in the post-cold-front cool air at 
the mature phase of the cyclone.  The strongest baroclinicity was in this bent-back warm front 
and these structures were indeed simulated using adiabatic models excluding latent heat and 
surface flux processes.  Model simulations of the Queen Elizabeth II (QE II) storm of 1977 
(Anthes et al. 1983; Kuo et al. 1990) which included boundary layer physics and latent heat 
processes at high-resolutions confirmed the adiabatic simulations conducted earlier.  In 
conjunction with normal mode idealized modeling approaches, subsequent studies included more 
realistic representation of predecessor disturbances or potential vorticity anomalies at the initial 
time, the inclusion of barotropic background or environmental shears, and the acknowledgement 
of downstream and upstream wave dispersion and growth. 

Shapiro and Keyser (1990) proposed a new conceptual model describing four distinct 
phases of extratropical cyclone life cycles based upon a combination of numerical modeling 
simulations (Hoskins and West 1979; Keyser et al. 1989; Schar 1989; Polavarapu and Peltier 
1990, Gyakum et al. 1983ab, Kuo et al. 1990, Davies et al. 1991; Anthes et al. 1983) and field 
experiment observations (Alaska Storms Program ASP, ERICA).  The SK90 life cycle model 
recently extended by Hewson (2009) to include diminutive frontal waves  (Figure 2.2) describes 
the formation of an incipient frontal cyclone along a broad, zonally continuous baroclinic zone 
(phases 0-3).  During the frontal fracture and T-bone stages (phases 4 and 5), the previously 
continuous cold front and its sharp temperature gradient fractures and weakens near the cyclone 
center.  Consequently, a warm front develops backward (in storm relative coordinates) and 
rapidly encircles or “secludes” a pocket of air around the cyclone center.  The resulting warm-
core seclusion (phase 6) has been observed to contain air ~7° K warmer than that on the cold 
side of the encircling bent-back warm front (Shapiro and Keyser 1990) with a mesoscale band of 
hurricane force winds (Browning 2004;  Browning and Field 2004; Parton et al. 2009; Baker 
2009) observed on the cold side of the frontal seclusion.  This band of strong winds is associated 
with rapidly descending air and has been termed a ‘sting jet’ (Grønås 1995).  The Norwegian 
cyclone model occlusion involved air originating from the warm sector rather than within the 
baroclinicity of the polar air as in the SK90 model.     

Recent research has been somewhat divided about whether warm seclusion development 
is a purely adiabatic process (Reed et al. 1994) or a result of diabatically enhanced adiabatic 
development (Gyakum 1983a,b; Kuo et al. 1992).  Detailed field experiment observations from 
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aircraft and numerical simulations (e.g. Neiman et al. 1993, 1998; Neiman and Shapiro 1993; 
and Wakimoto et al. 1995) confirm the suitability of the SK90 life cycle model to describe many 
rapidly developing extratropical cyclones.   Extensive reviews of extratropical cyclone research 
are contained in the monographs edited by Holopainen (1990) and Shapiro and Grønås (1999).       

Grønås (1995), in a study of a powerful cyclone that made landfall along the Norwegian 
west coast in January 1992, described some of the dynamical processes leading up to the 
development of a powerful warm seclusion.  A major observation was that the release of latent 
heat connected to the bent-back warm front played an important role in forming the seclusion, 
while air-sea flux interaction played a minor role.  This latent heat release helped invigorate 
convection and generate potential vorticity (PV) within the warm air during the seclusion 
process.  In the center of the warm core seclusion, backward trajectories indicated that the air 
originated on the warm side of the nascent frontal zone. With an upstream positive PV anomaly 
at upper-levels in phase with the surface low, a strong low-level jet formed on the outside of a 
“seclusion trough”.  As the low-level jet and upper-level large-scale westerly flow became 
configured in parallel, Grønås (1995) connected this superposition with the strongest observed 
surface winds and called this the “sting at the end of the tail” or “sting jet”.     

Following Hoskins et al. (1985), the latent heat release by condensation can be related to 
the development of a positive PV anomaly below the heat source and a negative PV anomaly 
above.  Grønås (1995) showed that the warm seclusion had a small-scale, tight upper-level 
connection to a PV streamer descending from above.  Strong saturated ascent in the advance of 
the storm was found to be favorable for the reduction of static stability and an increase in the 
Rossby height.  The result was tighter vertical coupling or phase locking between the upper and 
lower-level PV anomalies, which portends a stronger storm resulting from mutual amplification 
and intensification (Hoskins et al. 1985).  This seclusion formation process with the rapid release 
of latent heat and lower-level positive PV formation occurred on a 6-12 hour time scale.   

Shapiro et al. (1999) proposed that explosive cyclogenesis can be conceptualized as a 
nexus of interactions between large-scale and small-scale phenomena such as tropopause 
folding, jet stream dynamics, upper-level PV anomalies, and low-level baroclinicity.  In the 
context of these different scales, Shapiro et al. (1999) asked if the results of numerical 
simulations of highly idealized cyclone lifecycles (Simmons and Hoskins 1979; Davies et al. 
1991; Thorncroft et al. 1993; Wernli 1995; Methven 1996) adequately resolve the complex 
observed phenomena occurring in nature.  Other idealized simulations (e.g. Hines and Mechoso 
1993) found that the existence of frontal fracture and bent-back warm front structures were 
critically dependent upon the degree of friction in the model, and favored such developments 
over the oceans as opposed to continental lower-boundaries.   

As an extension of the original Shapiro-Keyser (1990) lifecycle paradigm, Shapiro and 
Donall-Grell (1994) hypothesized that different phasing and vertical and/or meridional 
alignments of the arctic, polar, and subtropical jet streams and their respective PV anomalies are 
accompanied by differing environmental shears that modulate the life cycles of extratropical 
cyclones.  On a related note, Shapiro et al. (1999) examined the influences of barotropic shear on 
idealized cyclone lifecycles.  This shear is on the order of 10 m/s over 2000 km, which is 
relatively small environmental shear (Thorncroft et al. 1993).  Without barotropic shear, a 
cyclone develops the characteristic T-bone, bent-back warm front, and warm seclusion 
conceptualized by SK90 and observed by Neiman and Shaprio (1993).  This type of cyclone was 
defined as LC1 or “Lifecycle 1” and develops within a nearly symmetric jet.  An LC2 cyclone 
develops within cyclonic barotropic shear and is typical of classical Norwegian occlusions and is 
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described as a “cyclonic Rossby-wave breaking cyclone”.  Simmons (1999) presented 
representative examples of the upper-level PV wave structure associated with the two contrasting 
life cycles.  A third lifecycle, LC3 forms in anticyclonic shear but fails to develop an occlusion, 
instead remaining an open frontal wave cyclone (described as anticyclonic Rossby-wave 
breaking).  Martius et al. (2007) has demonstrated that the climatological frequency of LC1 and 
LC2 cyclones (as described by upper-level potential vorticity structures) is sensitive to the 
background large-scale flow. 
 
2.1.2 Shapiro-Keyser and Norwegian cyclone lifecycles   

     
From an observational point of view, Schultz et al. (1998) demonstrated that zonal 

variations in the background horizontal flow controlled the structure and evolution of cyclones 
(Figure 2.3).  The following observationally based conclusions were further confirmed by 
Schultz and Zhang (2007) with idealized modeling of baroclinic waves concentrating on the 
zonal variability of along-jet stream flows. 

Cyclones moving into a background diffluent flow (downstream of the cyclone) were 
observed to produce Norwegian-type features as the cyclone is stretched in the meridional 
direction favoring strong cold-frontogenesis, meridionally elongated vorticity features and 
fronts.  Frontal fracture is not observed near the occlusion triple point.  The anticyclonically 
rotating warm front and its companion rotating cold front result in a narrowing of the warm 
sector during cyclogenesis and yields a Norwegian occlusion.  The cyclone’s translation takes on 
a more poleward motion allowing the eastward-moving cold air equatorward of the low center to 
surround it and complete the occlusion process.  As the air inside is cutoff or secluded, it is 
equivalent to describe this air as a warm-seclusion but formed in a different manner than the 
Shapiro-Keyser warm-seclusion.  Norwegian occlusions are typical of cyclones at the end of 
storm, as observed by western United States and European meteorologists (e.g. Wallace and 
Hobbs 1977; Friedman 1989).     

Conversely, cyclones that moved through confluent flow stretched the cyclone in the 
zonal direction favoring strong zonally-oriented warm-frontogenesis.  The development of a 
frontal fracture, T-bone pattern, bent-back warm-front, and warm-seclusion typically followed 
consistent with the Shapiro-Keyser cyclone lifecycle model.  The T-bone structure of a Shapiro-
Keyser cyclone occurs when the orientation of the isentropes changes abruptly from meridional 
to zonal at the intersection of the cold and warm fronts.  Here, in the region of frontal fracture, a 
highly frontolytic environment exists and deformation tends to spread the isentropes apart.  
According to Schultz et al., a similar configuration of frontolysis occurs at the southwestern end 
of the bent-back warm front.  Due to the very strong winds along the periphery of the bent-back 
warm front and the rapid eastward translation of the cyclone center, the cold air west of the bent-
back front cannot wrap around the southern edge of the low center as strongly as in the 
Norwegian cyclone model.  The Shapiro-Keyser model was based upon observations during the 
ERICA field experience in the confluence entrance region of the North Atlantic storm track.   

Wernli et al. (2002) studied the devastating “Lothar” storm of 1999, which caused 
considerable damage especially to forests in France and other European locales.  During the 
incipient stages of development (Figure 2.2, phases 0-3), no significant PV anomalies at the 
tropopause were evident as the cyclone translated south of an intense upper-level jet.  A low-
level positive PV anomaly was subsisted by strong condensational heating suggested to be 
related to diabatic Rossby wave dynamics (Snyder 1991; Snyder and Lindzen 1991; Parker and 
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Thorpe 1995; Moore and Montgomery 2004).  A diabatic Rossby wave is characterized by the 
propagation and regeneration of PV in the thermal wind direction in the lower troposphere 
leading to ascent and latent heat release.  Warm air advection associated with the PV anomaly 
induced circulation’s southerly winds leads to saturated ascent along northward-sloping moist 
isentropes.  The strong diabatic PV generation downstream of the low-level vortex continually 
regenerates the vortex and slowly intensifies it.  When the PV induced low-level circulation 
reaches a large enough scale, a narrow and intense tropopause fold or PV streamer can rapidly 
descend into and wrap around the cyclone center forming a coherent “PV tower” (Hoskins 1990; 
Rossa et al. 2000).   Browning et al. (1997) demonstrated that the entire process leading to a dry 
intrusion and frontal fracture was related to the descent of an upper-level maximum of PV within 
a developing tropopause fold. 

Wernli et al. (2002) conducted a dry adiabatic simulation of Lothar and did not see the 
development of a PV-tower and only very weak surface development suggesting that latent heat 
release through condensation and diabatic PV generation was the primary mechanism for 
triggering the explosive cyclone development.  Parker (1998) explained that small-scale cyclones 
have a higher potential for constructive interaction within a moist dynamical framework and by 
extension to this study, Lothar’s bottom-up development.   

As reviewed by Mallet et al. (1999) and in more detail by Uccellini (1990), there is large 
case to case variability with respect to the effects of latent heat release (LHR) on cyclone 
lifecycles.  As one example of contradictory evidence, Davis et al. (1993) looked at three case 
studies and found a weak feedback of latent heating onto the interaction of upper-level PV and 
surface theta anomalies.  

A more recent modeling study by Nielsen and Sass (NS03, 2003) concluded that high-
resolution simulations (~1 km grid spacing) were required to adequately analyze frontal 
development at small scales associated with warm-seclusion type developments.  NS03 describe 
a storm that impacted Denmark as a typical SK90 lifecycle, small-scale cyclone that also 
reflected the classic configuration of Type B (Petterssen and Smebye 1971) synoptic 
development.  It is noted that the Danish storm’s cyclogenesis was not significantly sensitive to 
sensible and latent heat fluxes at the air-sea interface.         

In their description of the Danish’s storm LC1-type lifecycle, NS03 observed the rapid 
evolution of the bent-back warm front during the T-bone/frontal fracture phase (Browning 
1997).  Again, a sensitivity run without the effects of latent heat release saw similar structure but 
failed to produce as strong bent-back warm front and resulting warm seclusion.  A conceptual 
model (NS03 their Figure 12) of the formation of the bent-back warm front and low-level jet 
shows the rapid evolution from the T-bone, frontal fracture, to the warm seclusion stage.  During 
this 6 to 12 hour evolution, the bent-back warm front becomes the dominant feature at low-level 
and experiences downstream intensification at its tip due to precipitation and latent heat release.  
The parallel alignment of upper-jet and the dominant low-level jet associated with the bent-back 
warm front during the seclusion stage are associated with a large swath of potentially damaging 
winds.       

Yoshida and Asuma (2008) also clarify the role of latent heat release and other processes 
in the explosive cyclogenesis using numerical simulations and analyses.  They concluded that the 
evolution of explosive cyclones is closely related to the cyclone mesoscale structure, reflecting 
the large-scale environment, in particular, the moisture supply and the upper-PV anomaly, which 
modulates distribution of the latent heat release in the horizontal and vertical.   
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2.1.3. Connection of cyclone lifecycles to large scale circulation  
 
While the inclusion of cyclonic barotropic environmental shear typically results in the 

formation of a Norwegian-type (references) warm-occlusion at maturity – a so-called LC2, the 
no-shear case results in a Shapiro-Keyser (1990) LC1 warm-seclusion.  The definition of 
barotropic shear describes vertical wind shear that is independent of height.  The following 
discussion summarizes the descriptions of the two different baroclinic wave life cycles as well as 
the lower-level cyclone characteristics based upon the review of Shapiro et al. (1999, Section 
3.1), and discussions in many papers including Augusti-Panaredea et al. (2005),  Schultz et al. 
(1998), and Martius et al. (2007).     

         
LC1:   
 
The no-shear case baroclinic lifecycle or LC1 occurs when an initial wave develops 

poleward of the main baroclinic zone, wraps up cyclonically with a southern piece that and often 
undergoes anti-cyclonic wave breaking equatorward of the jet, fractures from the main wave, 
and forms a cutoff.  The Shapiro-Keyser lifecycle has been described in Section prior.  Methven 
(1996) extended the work of Thorncroft et al. (1993) using a high-resolution spectral model to 
investigate the influence of barotropic shear on the formation and deformation of PV filaments in 
the vicinity of the tropopause and within surface frontal structures.      

 
LC2:  
 
The cyclonic barotropic shear case or LC2 develops a much stronger cyclonic circulation 

typically living out its entire lifecycle poleward of the main jet without wave breaking 
equatorward of the jet.  Norwegian type occlusions result from LC2 developments with a 
Bergeron warm-frontal occlusion and comma-shaped vorticity maxima that spirals inward into a 
warm-seclusion of air at the cyclone center (Bjerknes and Solberg 1922; Bergeron 1928).  The 
cold front is typically short with no indication of frontal fracture in vicinity of the occlusion 
triple point.  The cyclonic barotropic shear tends to rotate the cold front into a NW to SE 
orientation.  In the idealized model simulations of Methven (1996), the cyclonic-shear LC2 
resembled the classical Norwegian frontal-occlusion cyclone (Figure).  The surface thermal 
fields showed a well-developed warm-front that extended continuously without fracture from 
east of the warm sector and backwards relative to the cyclone to completely encircle a warm-air 
seclusion center.  The surface vorticity signature consisted of a cyclonic vorticity filament coiled 
in a serpentine manner in towards the center.  On the 300-K isentropic level, a narrow filament 
of PV extruded from the stratosphere above also coiled cyclonically just displaced west of the 
surface spiral.  The LC2 is easily differentiated from the LC1 because of the very deep and 
narrow tropopause fold or PV trough.       

A schematic (Figure 2.5) from Augusti-Panareda et al. (2005) was based upon a study of 
extratropical transition of North Atlantic tropical cyclones and their interaction with midlatitude 
environmental vertical shear.  The quoted figure caption reiterates much of the aforementioned 
differences between LC1 and LC2 cyclones but also includes an anticyclonic shear case defined 
as LC3.  Maue (2004) in his Master’s Thesis described the differing extratropical phase 
lifecycles of post-ET Atlantic storms and followed up with a paper on warm-seclusion 
development from both transitioning tropical cyclones and non-tropical explosive extratropical 



10 
 

cyclogenesis (Maue and Hart 2005).  The work of Augusti-Panareda et al. (2005) and Hart et al. 
(2006) further highlights the case-to-case variability of post ET cyclone lifecycles.   

The concept of lifecycles is important both for observational and forecasting purposes 
with respect to the Norwegian and SK90 paradigms (Bjerknes and Solberg 1922; Shapiro and 
Keyser 1990) as well as understanding low-frequency blocking, the North Atlantic Oscillation 
(Benedict et al. 2004) and other large-scale phenomena (Martius et al. 2007).  Noting the well 
observed changes in the extratropical circulation due to the shifting of the subtropical jet during 
ENSO phases (Bjerknes 1969), changes in the background mean flow influence the overall 
lifecycles of both extratropical and tropical cyclones. Shapiro et al. (2001) used PV-thinking and 
mean PV maps to contrast the baroclinic lifecycles in the eastern Pacific during the strong El 
Niño of 1997/98 and the La Niña episode of 1999.  During the warm (cold) phase, cyclonic 
(anticyclonic) wave-breaking events were found and subsequently confirmed in numerical model 
experiments of Orlanski (2003).  It was also observed that predictability or operational NWP 
forecasts have less skill over western North America due to upstream wave breaking.   
 

2.2 Extratropical Cyclone Structure – Observational Aspects 
 
2.2.1   Dry intrusion 

 
The dry intrusion shown in isentropic analysis from the studies of Danielsen (1964) and 

Green et al. (1966) floods the rear of the cyclone with cold air that has a history of descent likely 
from the lower stratosphere.  Like the WCB, the dry intrusion is a narrow belt of air but is not in 
itself a cloud-producing flow (Uccellini et al. 1985).  Associated with the dry intrusion is 
dryness, high potential vorticity (PV) brought down from levels where ambient PV is high, and 
tropopause folding on the left flank of an upper-tropospheric jet streak (Reed and Danielsen 
1959).  If the dry intrusion overruns the WCB, it leads to the generation of a shallow moist zone 
with potential instability at its top (Browning 1990).  From the excellent review in the 1990 
Monograph:  “When the dry high-PV air encroaches in the form of a well-defined and fast 
moving dry intrusion, these effects are augments by more far-reaching effects.  Hoskins et al. 
(1985) have described how the arrival of such a positive PV anomaly aloft is often accompanied 
by surface cyclogenesis, which can be particularly marked when it overruns a warm anomaly 
and may be further accentuated if the low-level air is moist.  Thus a dry intrusion overrunning a 
high-��w WCB is the archetypal situation for rapid development.”    

Dry intrusions are coherent regions of high-potential vorticity (PV) air which descends 
from near tropopause-levels (Browning 1997).  Easily viewed in water vapor imagery as ‘dark 
�]�R�Q�H�V�¶�����G�U�\���L�Q�W�U�X�V�L�R�Q�V���D�U�H���L�G�H�Q�W�L�I�L�H�G���D�V���P�R�L�V�W�X�U�H���I�U�R�Q�W�V���R�I���F�R�O�G�����Z��– air that may cause potential 
instability and shower development.  While latent heat release is critically important for rapid 
cyclogenesis, dry intrusion impacts make up the other half of the story.  First encapsulated by 
Danielsen (1964) and described by Browning (1997 their Figure 1), dry-intrusion flow is 
characterized by its history of descent from a newly developed tropopause fold, which implies 
drying and adiabatic warming (Figure 2.6).  The high-PV and low-���Z�� �D�L�U�� �L�P�S�O�\�� �V�H�S�D�U�D�W�H��
important effects in enhancing cyclogenesis.   

From the airstream analysis or conveyor belt model (Browning 1997 their Figure 5), the 
dry intrusion is seen as one-half of the transverse circulation associated with moist air ascending 
in a retrograde manner into the cloud head in the middle and upper troposphere (Figure 2.7).  
The dry and moist flows intersect in the cyclone core where part of the dry intrusion may 
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overrun a shallow moist zone (SMZ). The dry intrusion is most closely associated with the 
frontal-fracture phase of development in the SK90 cyclone model.  Corresponding with the dry 
intrusion is the protrusion of high-PV tendrils into the lower-troposphere which may be critical 
for rapid cyclogenesis through the ideas of PV-coupling (Hoskins et al. 1985) and development 
of extreme winds around the equatorward flank of the developing warm-seclusion. 

 
2.2.2 Warm conveyor belt 

 
The embedded cyclones and anticyclones within the midlatitudes account for much of the 

variability on synoptic time scales (Trenberth 1991).  The intervening fronts produce much of 
the vertical and poleward moisture transport and precipitation in the midlatitudes (Stewart et al. 
1998).  Within the cyclone’s flow coordinate system, there are three narrow airstreams including 
the dry intrusion, cold-conveyor belt, and the warm-conveyor belt (WCB).   Following the quasi-
Lagrangian conveyor belt model of Harrold (1973), the warm conveyor belt transports large 
quantities of heat, moisture, and westerly momentum poleward and upward within a relatively 
narrow flow.  Originating in the cyclone’s warm sector, the WCB is the primary cloud producing 
flow and has the strongest vertical motion of the three airstreams.  It is responsible for most of 
the cyclone’s poleward energy transport from latent and sensible heat through precipitation.  
Termed atmospheric rivers (Newell et al. 1992), WCBs appear as bright cloud-frontal bands with 
high precipitable water content. 

WCBs are responsible for the rapid transport of moisture vertically and downstream and 
contribute greatly to the LHR impact on cyclogenesis (Eckhardt et al. 2004).   When simulations 
of cyclones are conducted without the effects of LHR, warm conveyor belts are present but 
significantly less intense (e.g. Kuo et al. 1991; Davis et al. 1993).  The LHR has already been 
described as responsible for the generation of PV anomalies in the lower to middle troposphere 
and the WCB serve as a primary source for the condensational heating, and are likely coincident 
with bomb cyclone development.  After ascending to near tropopause levels, the WCB 
airstreams are characterized by low-PV values (Wernli 1997). 

 
2.2.3 Frontal fracture and T-Bone  

 
From the numerical simulation of SK90, the previously continuous cold front fractured 

near the center of the deepening cyclone and the temperature gradients relaxed near the fracture 
12-hours into the simulation.  Browning and Roberts (1994) generated a conceptual model 
(Figure 2.8) reconciling the frontal fracture with the other concepts of split fronts, dry intrusion, 
cloud head, and conveyor belts in a developing cyclone.  In the region of the frontal fracture near 
the cyclone center, the dry intrusion air from above and upstream overruns a shallow moist zone 
(SMZ) of warm-conveyor-belt (WCB) air as described in the split front model of Browning and 
Monk (1982).   Since the dry-intrusion air has a history of descent, it is also relatively warm 
resulting in a large region of potential instability over the SMZ which generates convection 
along the leading edge (Browning et al. 1997). 

From Neiman and Shapiro (1993), the T-Bone phase of the 4-5 January 1989 IOP-4 
cyclone is described using 850-hPa temperature analysis.  At the triple point where the east-west 
oriented warm-front intersected the north-south oriented cold-front, a T-Bone structure 
developed.  During this phase, the bent-back warm front developed westward and southward 
relative to the cyclone center into the polar airstream.  The incipient warm-seclusion structure 
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was formed after this bent-back warm front extended southward through the cyclone center and 
into the westerly flow as a secondary cold front.   

 
2.2.4 Warm seclusion or occluded phase 

 
As motivation for this dissertation, a high-resolution mesoscale numerical weather 

prediction hindcast was conducted for the ERICA-IOP4 storm in order to provide a current 
dataset which can be used to recreate the observational plots produced in the seminal literature 
(i.e. SK90, NE93).  The details of the configuration of the Weather and Research Forecasting 
(WRF) model are provided in a later chapter (§5), but a few notes are discussed here for context.  
The model was initialized using ERA-Interim Reanalysis data (§3.2.4) and is run for 60-hours 
beginning at 12Z on January 3, 1989 with a grid spacing of 4 km using explicit cumulus 
parameterization. 

The seclusion of warm-core air characterizing the cyclone’s mature state occurs within 
the baroclinicity of the polar air as a result of cold polar air cyclonically encircling the low center 
(SK90).   NE93 discuss the formation of the warm seclusion from an observational point of 
view.  The air inside the warm-seclusion center was found to originate solely in the post-cold-
frontal polar airstream.  Surrounding the cyclone, cold-dry air flooded behind and over the Gulf 
Stream contributing tremendous upward sensible and latent heat fluxes exceeding 1500 Wm-2.  
The WRF hindcast surface fluxes (Figure 2.9) show the tremendous scale and intensity of the 
cold-air plunging equatorward behind the intense cyclone, which at this junction, 14Z 04 Jan 
1989, has deepened nearly 35-hPa in the previous 12-hours to 958 hPa.  The strongest fluxes are 
near the center of the storm exceeding 2200 Wm-2.  It is apparent that the very strong winds 
along the bent-back warm front and behind the main cold-front are contributing to the fluxes as 
depicted in the near-surface wind speed at the 870-hPa level (Figure 2.10).         

The vertical development of the warm-frontal occlusion structure with height suggests a 
bottom-up expansion.  First observed in the lower troposphere at 850-mb, the seclusion structure 
rose with height to about 500-mb.  While the frontal gradients weakened with height, the radial 
extent of the warm-seclusion increased dramatically from 125 km at 900-mb to greater than 700 
km at 500-mb (Neiman et al. 1993).  From SK90 (their Figure 19), the structure of the warm 
seclusion was structurally analogous to that of a tropical cyclone with its shallow, outward-
sloping baroclinic ring that was suggested to "may be unique to warm-core extratropical 
cyclones" (NE93).     

During the final flight through the storm during its warm-seclusion stage, a near-surface 
�,�(���Dnalysis found a mesoscale pocket of high- �,�(���D�L�U�����!�����������.�����S�U�H�Y�L�R�X�V�O�\���S�R�V�W-cold-frontal air 
at the cyclone center (Neiman et al. 1993).  This value is 20-30 K higher than the surrounding 
equivalent potential temperatures.  This is reproduced with the WRF simulation as shown in a 
850-�K�3�D�� �O�H�Y�H�O�� �,�(�� �Y�L�H�Z�� �D�W�� �����=�� ������ �-�D�Q�� ���������� ���)�L�J�X�U�H�� ������������ �:�5�)������ �� �7�K�H�� �Z�D�U�P�L�Q�J�� �R�I�� �W�K�H�� �S�R�F�N�H�W��
after the seclusion cut-off the warm-sector suggests the impacts of upward latent heat fluxes on 
air entering the seclusion.  They observed wind speeds of 35-45 ms-1 on the cold side of the 
frontal seclusion encircled a "truly mesoscale" pocket of anomalously warm air only 150-200 km 
across. 
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2.3 Extratropical Cyclone Development:  Role of Forcing Mechanisms 
 
2.3.1 Potential vorticity thinking 

 
Hoskins et al. (1985) formalized the PV-point of view and described cyclogenesis in an 

adiabatic atmosphere as the mutual interaction between surface and tropopause level finite 
amplitude disturbances.  This formulation is consistent with the Eady model of wave 
development in the adiabatic context (Morgan and Nielsen-Gammon) and the Sutcliffe-Pettersen 
"self-development" framework (Sutcliffe and Forsdyke 1950; Pettersen 1956; Uccellini 1990).  
In the latter scenario, a positive feedback mechanism allows for cyclone growth as low-level 
thermal advection induces sea-level pressure falls which amplifies the corresponding upper-level 
wave.   

The role of diabatic processes including latent heat release (LHR) in extratropical 
cyclogenesis have been studied during the past three decades by many scientists (Bosart 1981; 
Gyakum 1983a,b; Uccellini et al. 1987; Reed et al. 1988; Reed and Kuo 1988;  Davis and 
Emanuel 1991; Davis et al. 1993; Stoelinga 1996).  In the PV framework, latent heat release 
(LHR) may enhance cyclogenesis development through two apparent pathways:  reduction of 
effective static stability (Durran and Klemp 1982) and the generation (destruction) of PV below 
(above) the level of maximum diabatic heating along the absolute vorticity vector.  Static 
stability reduction increases the vertical penetration of the circulations related to the PV 
anomalies on both the upper- and lower boundaries, which readily enhances the mutual 
amplification of these waves (Hoskins et al. 1985).  Moreover, latent heat release also is 
associated with the nonadvective enhancement of the upper ridges downstream of surface 
cyclones and lower-tropospheric PV maxima in the vicinity of cyclones (e.g. Gyakum 1983b; 
Reed et al. 1992; Davis et al. 1993; Rossa et al. 2000).  PV can be redistributed vertically by 
introducing a diabatic heat source into the column (Hoskins et al. 1985).      

With the second pathway, if the LHR maximum is located in the middle troposphere, PV 
is generated (destroyed) in the lower (upper) troposphere (Raymond 1992).  The lower-level PV 
anomalies generated add to the surface cyclone intensity and reinforce the negative geopotential 
height perturbations (Stoelinga 1996).  From the height tendency equation in the 
quasigeostrophic framework, the low-level PV anomaly generation is akin to hydrostatic 
pressure falls below a maximum in heating.  Stoelinga (1996) showed that the vertical gradient 
of the heating and the strength of the absolute vorticity will determine the final intensity of the 
resulting lower-level PV anomaly (e.g. Reed et al. 1992, their Figure 16 shows this diabatically 
generated PV anomaly).   Stoelinga (1996) found that the lower-level diabatically produced PV 
maximum contributed 70% to the mature cyclone’s intensity in a sensitivity study of the role of 
heating and friction in a numerically simulated cyclone.  There is large case-to-case variability 
when attributing diabatically produced PV maxima to the amplification of cyclonic circulations 
(Davis 1992; Davis et al. 1993; Stoelinga 1996).    

Diabatically generated PV anomalies can also be associated with strong winds that play a 
significant role in the development and enhancement of low-level jets (Whitaker et al. 1988; 
Lackmann 2002), transportation of moisture (Lackmann and Gyakum 1999; Brennan and 
Lackmann 2005), and the distribution of precipitation.  Brennan and Lackmann (2005) used 
potential vorticity (PV) diagnostics or “thinking” to examine the diabatically produced lower-
tropospheric maximum associated with the precipitation distribution of a 24-25 January 2000 
East Coast cyclone.  The use of PV thinking and dynamic tropopause maps has been slowly 
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gaining acceptance and utilization in the forecasting community (e.g. Brennan et al. 2008) 
mainly due to the nonconservation of PV in the presence of LHR.  The generation of the lower-
level PV anomalies by diabatic heating can be helpful in understanding the dynamics associated 
with rapid coastal cyclogenesis, the transport of moisture, and development of low-level jets. 

Rossa et al. (2000) utilize PV thinking diagnostic techniques to analyze the growth and 
decay of a so-called extratropical cyclone PV tower during the mature phase of the life cycle.  
While stratospheric extrusions of PV are known to influence cyclogenesis (e.g. Kleinschmidt 
1950), diabatically produced low-level PV may combine or amalgamate to form a vertically 
coherent PV column over the warm-core surface cyclone (e.g. Hoskins and Berrisford 1988; 
Davis and Emanuel 1991; Reed et al. 1992; Grønås 1995).  The combination of advective and 
diabatic processes results in a troposphere spanning PV-tower (Hoskins 1990).  The formation of 
a bent-back warm front is critical to the occlusion/seclusion process and the latent heat release 
from the coincident convection usually is associated with explosive cyclogenesis (Kuo and Low-
Nam 1990; Reed et al. 1993).   

Rossa et al. point out that the evolution and development of the PV-tower is closely 
related to the strength, scale and structure of the mature cyclone.  From a case study, they 
concluded that the PV tower was formed by the amalgamation of durable PV from an upper-
level stratospheric extrusion with ephemeral low-level PV produced through warm frontogenesis 
also associated with the bent-back warm front evolution.   

Wernli et al. (2002) further discuss in their case study of Lothar that the PV-tower 
constitutes a quasi-barotropic vortex structure with a strong cyclonic wind field throughout the 
entire troposphere.  The diameter and amplitude of the PV-tower was found to be related to the 
strength of the winds.  The combination of two very different airstreams, a moist and rapidly 
ascending airflow from the relatively warm boundary layer and the stratospheric origin 
airstream, which is quasi-adiabatic descent and very dry combine with the narrow tropopause 
fold prior to maximum intensity.        
 
2.3.2 Dynamic tropopause maps and PV thinking 

 
The following section expounds upon the notion of potential vorticity (PV) thinking, 

dynamic tropopause map diagnostics, and extratropical cyclone lifecycles with much 
information gleaned literature reviews conducted by Bosart (1999) and Shapiro et al. (1999).  
The Extratropical Cyclones monograph includes many excellent review articles with 
considerable detail afforded to the dynamical and physical processes related to cyclogenesis and 
large-scale circulation regimes.  A brief synopsis follows with example figures drafted for 
illustrative purposes.     

Hoskins et al. (1985) reintroduced the notion of PV-thinking and conceptualized 
important processes associated with cyclogenesis and PV, and many subsequent papers have 
discussed the relationship between tropopause anomalies and baroclinic wave development (e.g. 
Boyle and Bosart 1986; Davis and Emanuel 1991; Reed et al. 1992; Hakim 1995, 1996).  As 
Bosart (1999) concisely reviews, the aforementioned collection of studies highlight the utility of 
analyzing PV anomalies on the tropopause.  First, these positive PV anomalies are almost always 
present upstream on the tropopause and prior to the period of explosive low-level cyclogenesis.  
Secondly, the configuration and amplitude of the tropopause disturbances is critical to the 
lifecycles of anticyclones and cyclones.  Dynamic tropopause (DT) maps (e.g. Hoskins and 
Berrisford 1988) have evolved as important diagnostic tools built upon the original radiosonde 
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research of Reed and Sanders (1953), Reed (1955); Reed and Danielsen (1959) and Danielsen 
(1959).  Here the DT is defined as a surface of constant PV typically 1-2 PV units (PVU), where 
1 PVU = 1 x 10-6 m2 kg-1 s-1.             

As discussed in the previous section, the conservative principals of PV make it a very 
valuable diagnostic tool to investigate regions of dynamical significance associated with 
cyclogenesis.  The conservation of PV means that contours of PV can be advected by the 
observed wind field on isentropic surfaces or constant potential temperature surfaces.  Similarly, 
contours of potential temperature can be advected by the observed wind field on surfaces of 
constant PV often defined at 2 PVU as the dynamic tropopause (DT).  There are several 
important observed characteristics of potential temperature on the DT that makes it useful to 
think in PV terms, which is conceptually analogous to the Eady (1949) atmospheric model with 
an undulating upper-boundary (here the DT).  First, on the DT, the advection of potential 
temperature yields an implicit measure of vertical motion in an environment with vertical wind 
shear within which ascent (descent) is favored where there is advection of lower (higher) 
potential temperature observed ahead of synoptic scale troughs (ridges).  Very low PV values on 
the DT correspond to the outflow region of moist ascending trajectories into the downstream 
ridge (Wernli 1997).  Second, a strong magnitude of the potential temperature gradient on the 
DT usually is indicative of a jet stream disturbance nearby.  Third, synoptic-scale troughs and 
ridges are related to the height of the DT.  Fourth, DT PV anomalies may interact with low-level 
thermal and moisture boundaries.  Thus, with both conventional synoptic maps combined with 
DT diagnostics, many aspects of cyclogenesis are concisely diagnosed.           

As reviewed by Shapiro et al. (1999), another diagnostic tool is the mean PV map which 
is constructed by averaging PV between two isentropic layers which are found to be intersecting 
the main subtropical and polar jet airstreams.  Positive and negative MPV couplets can be 
viewed as a signature of a Bergeron (1928) confluence/diffluence deformation zone and a 
tropopause based jet streak (e.g. Uccellini 1990).  These maps are used later as part of a detailed 
examination of upper-level dynamical influences on warm seclusion development.   
 
2.3.2 Role of antecedent disturbance 

 
The Queen Elizabeth II (QEII) storm studied by Gyakum (1983, 1991) and Uccelini 

(1986) and the Presidents' Day cyclone (Bosart 1981) both underwent a two-stage rapid 
intensification process.  The surface cyclone was found to have intensified in an antecedent 
manner prior to the period of explosive growth.  Gyakum et al. (1992) describe these two phases 
of growth as antecedent and most rapidly deepening phases.  In a composite of eight rapid 
intensification cases over the Kuroshio Current in the north Western Pacific basin compared to 
nine cases of weak intensification, it was found that the former batch of cyclones had 
significantly stronger circulation and vorticity at the onset of explosive deepening.  Gyakum et 
al. (1992) conclude that the antecedent vorticity growth mechanism is evidence of a 
preconditioning process for future explosive baroclinic growth. Nevertheless, while  the surface 
vorticity spin-up is important, the strength and timing of the upstream 500-hPa trough is also 
critical for explosive development.       

In a composite model study, Gyakum and Danielson (2000) examined western North 
Pacific Ocean extratropical cyclones and analyzed the precursor meteorological conditions that 
were characterized as favorable for rapid development.  Building upon the previous work of 
Gyakum et al. (1992) which emphasized antecedent vorticity development prior to rapid 
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cyclogenesis and Kelly et al. (1994) which found "flanking cold pools" prominent in such cases, 
Gyakum and Danielson (2000) highlighted the importance of thermodynamic preconditioning of 
the atmosphere as well as a stronger incipient wave for explosive storms.  The main difference 
found on the large scale between explosive and ordinary cyclogenesis centered upon the 
configuration of the upstream anticyclone and precedent cyclone being stronger and allowing for 
more intense equatorward flow and a colder lower troposphere.  This implied stronger surface 
evaporation and interfacial sensible and latent heat fluxes along the rapid deepener's track (c.f. 
Bosart 1981 and Bosart et al. 1995 who discussed preconditioned regions prior to East Coast 
cyclogenesis).  Dynamically, the enhanced surface fluxes allow for amplified lower-troposphere 
baroclinicity especially in the warm sector and more static destabilization of the boundary layer.   

Kuo et al. (1991) elucidated upon the role of surface fluxes 24-hours prior to the onset of 
rapid deepening and found a significant influence on precipitation due to higher warm-sector 
equivalent potential temperatures.   

Hewson (2009) extended the Shapiro-Keyser (1990) cyclone model (Figure 2.3) 
backwards three stages prior to the frontal-wave cyclone and includes three additional incipient 
phases:  2-d front, diminutive frontal wave, and frontal wave (Figure 2.2).  This new diagnosis 
technique may be useful for identifying cyclones in their antecedent or pre-deepening phase as 
they traverse the ocean.  

 
2.3.3 Diabatic Rossby waves  

 
In a study of the devastating Lothar (1999) storm, Wernli et al. (2002) describe the 

"bottom-up" development of the cyclone as it translated south of a very strong upper-level jet.  
Akin to the "diabatic Rossby wave" (Parker and Thorpe 1995), the positive PV-anomaly at 
lower-levels was continuously subsisted by intense condensational heating until the explosive 
deepening triggered by a tropopause fold.  This diabatically-generated, lower-level PV tower 
eventually generated a strong enough circulation along sloping isentropic surfaces to trigger the 
fold.   The resulting merger of the two PV anomalies was directly related to the initiation of the 
most explosive deepening phase of Lothar.  A dry-adiabatic hindcast did not create the necessary 
lower-level PV anomaly development (Wernli et al. 2002) providing evidence for the importance 
of moist diabatic processes.  The phasing between the two PV anomalies did not occur since the 
diabatically generated circulation, and more specifically, its northerly component, was not 
present to trigger the fold (c.f. isentropic down-gliding from Hoskins et al. 1985). 

The concept of a diabatic Rossby vortex (DRV; Moore and Montgomery 2004) is the 
three-dimensional analog to a diabatic Rossby wave (Parker and Thorpe 1995; Moore and 
Montgomery 2005).  At shorter spatial scales, the growth mechanisms associated with diabatic 
heating are different than the typical Eddy long-wave dry-baroclinic growth (Hoskins et al. 
1985).  Disturbance growth is not tied to the upper-level or tropopause forcing for their 
amplification (Montgomery and Farrell 1991; Mak 1998).  Instead, a couplet of two PV 
anomalies is present:  a lower-troposphere positive and midtroposphere negative anomaly largely 
due to the level of diabatic heating and the expected generated circulations from it (e.g. 
Raymond 1992).  The couplet’s growth and propagation through the interaction with the heating 
source is therefore described as the diabatic Rossby wave.          

Moore et al. (2008) examine a cyclogenesis event to investigate the role of a DRV.  A 
DRV is described as isolated low-level vortex or diabatically-generated PV anomaly near a 
surface frontal zone.   A DRV exists due to the “synergistic” interaction between the frontal 
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slope and the incipient PV anomaly which results in further condensation and diabatic generation 
of PV as the air is lofted along the frontal zone.  The PV generation acts to propagate or 
reconstitute the DRV along the frontal zone in a similar manner as discussed with the diabatic 
Rossby wave.   Moore et al. (2008) diagnosed the effects of a DRV on the cyclogenesis event 
and found that the antecedent vorticity spin-up associated with the DRV phase of development 
was critical to the subsequent rapid growth.  They concluded that the DRV-phase of antecedent 
development within a two-stage evolution of explosive cyclones may be rather common 
(Whitaker et al. 1988; Reed et al. 1992; Wernli et al. 2002).   

 
2.3.4 Sensitivity experiments  

 
Moore et al. (2008) used a sensitivity experiment approach to study the effects of a DRV 

on a cyclogenesis event by including or excluding the effects of moisture, latent heat release, and 
surface fluxes in a model simulation.  A no latent heat (NOL) and no surface flux (NOF) run 
together (NLNF) and separately can adequately judge the importance of cloud-diabatic 
contributions to the cyclogenesis and if replenishing the atmosphere’s internal moisture supply is 
required to sustain it.  While the control simulation generated a powerful lower-level PV 
anomaly on its way to rapid intensification, the no latent heat and no surface flux (NLNF) 
experiment failed to modify the disturbance markedly.  Instead, the low-level temperature 
gradient and horizontal flow field were weak and a signature of PV anomaly disappeared around 
750-hPa.  Without surface fluxes, the NOF simulation saw a qualitatively similar cyclone 
structure but approximately 40% weaker in terms of intensity as measured by an average of 850-
hPa relative vorticity around the cyclone center.  A secondary cyclogenesis event failed to 
materialize without the moisture in the model simulations.   

Thus, the formation and growth of the lower-to-mid tropospheric positive PV anomaly is 
directly attributable to the cloud-diabatic effects which maintain the ascent necessary for 
initiating and sustaining moist convection.  The rapid development phase is similar to the typical 
Eady or dry-adiabatic mutual amplification between upper and lower tropopause PV anomalies 
(Hoskins et al. 1985).  However, the diabatic effects modulate the growth and achievable 
amplitude of the system (Moore et al. 2008).   

Posselt and Martin (2004) conducted a sensitivity experiment withholding the effects of 
latent heat release to study the development of a warm occluded upper-troposphere PV structure.  
This is analogous to the cyclonic roll-up associated with LC1-type cyclones and the lower-level 
equivalent warm-seclusion development.  The full physics simulations created a “treble clef” 
type appearance in the upper-level PV, while the no LHR simulation generated a considerably 
less robust PV distribution in the upper-levels.  Their study concluded that LHR plays an 
indispensible role in creating occluded thermal structures observed in mature cyclones. 

Previous idealized modeling approaches have focused upon investigating aspects of 
extratropical cyclone development based upon varying synoptic environments (Simmons and 
Hoskins; Davies et al. 1991; Thorncroft et al. 1993; Schultz et al. 1998; Schultz and Zhang 
2007), and diabatic processes impacts (Chuang and Sousounis 2003; Nuss and Anthes 1987).  
The earlier studies used a “normal mode” approach to initialize the small amplitude baroclinic 
waves, which allowed for rather limited control over the structure of cyclones and fronts at the 
initial time.  Later studies (e.g. Montgomery and Farrell 1992; Schar and Wernli 1993) utilized 
finite amplitude initial perturbations in order to examine nonmodal evolution of extratropical 
cyclones.   
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Another recent study involving cyclone interactions with terrain (Olson and Colle 2007) 
used this non-modal approach within a highly-configurable MM5 (Anthes and Warner 1978) 
framework.  Olson and Colle (2007) build upon the approaches of several previous studies in 
order to initialize a more realistic baroclinic wave using a nonmodal approach.  By modifying 
the frameworks within Nuss and Anthes (1987) and Fritsch et al. (1980), Olson and Colle (2007) 
were able to define more realistic fronts, add more control of the low-level temperature and 
pressure waves, and maintain strong upper-level forcing.  To produce LC1 and LC2 type 
cyclones, background barotropic environmental shear parameters were added.  Also, to maintain 
an isolated wave-packet like disturbance, dampening was included to minimize upstream and 
downstream perturbations. 

Sinclair et al. (2009) initialized a dry, adiabatic baroclinic weather system using the 
normal mode approach and arrived at a typical LC1-type (Thorncroft et al. 1993) cyclone 
structure at maturity.  In their investigation of boundary layer structure, they found that the heat 
fluxes during the cyclone life cycle were primarily driven by low-level thermal advection 
patterns.  As expected, large upward heat fluxes were found behind the cold-front generated 
strong convection while more moderate warm-sector heat fluxes maintained a generally stable or 
neutrally stratified boundary layer.   

In a follow up study focusing on the impacts of moisture on the boundary layer structure 
under an idealized extratropical cyclone, Boutle et al. (2009).  Moisture is moved within and out 
(or ventilated out) of the boundary layer by the warm-conveyor belt as well as by shallow 
convection.  The moisture loaded onto the WCB and eventually precipitated out, but well away 
from the convergent source region in the boundary layer.  Eckhardt et al. (2004) has shown that 
WCB’s are almost 100% efficient at converting moisture into precipitation completing the 
tropospheric water cycle.      

 
2.3.5 Role of latent heat release 

 
The introduction of Ahmadi-Givi et al. (2004) provides a good overview of the literature 

concerning latent-heat release and extratropical cyclogenesis.  Many previous theoretical and 
observationally based studies have examined the role of diabatic processes and primary 
importance of latent heat release on baroclinic dynamics (e.g. Gyakum et al. 1993 a,b;  Emanuel 
et al. 1987; Kuo et al. 1991a,b;  Davis and Emanuel 1991;  Reed et al. 1993;  Stoelinga 1996).  
Simulations have consistently shown that latent-heat release increases the growth rate of 
baroclinic instabilities and decreases the horizontal scale of the ascent region (e.g. Emanuel et al. 
1987; Snyder and Lindzen 1991; Montgomery and Farrell 1991; Whitaker and Davis 1994).   

Using PV-thinking, Ahmadi-Givi et al. (2004) investigated the role of LHR in an 
explosively deepening Atlantic cyclone and found that the storm developed in three main stages.  
During the antecedent development phase, while an upper-level PV anomaly is easily 
identifiable, the lower-level thermal anomaly is weak.  During the diabatic intensification stage, 
the lower-level PV anomaly develops rapidly and reaches its maximum strength.  The upper-
level PV anomaly does not change in strength during this time and through PV inversion 
techniques, found to be crucial for the initiation of the system but secondary for the starting of 
the intensification stage.  Numerical simulations conducted without LHR found a much weaker 
downward penetration of the upper-level PV anomaly and consequently weaker lower-level 
thermal fields associated with it.  The generation of the lower-level PV anomaly was not greatly 
affected by surface fluxes. 
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Mallet et al. (1999) and Uccellini (1990) discuss in their respective reviews on the 
subject that there is not a generally accepted consensus view on the effects of LHR on cyclone 
life cycles due to the large case-to-case variability.  Regardless of the quantitative effects, it is 
primarily agreed upon that baroclinic dynamical and diabatic processes interact in a nonlinear 
way that may accentuate the typical dry growth processes (e.g. Gyakum 1983; Kuo et al. 1991; 
Langland et al. 1996).   

 
2.3.6 Role of surface heat and moisture fluxes 

 
Bosart (1999) points out in an excellent review of rapid cyclogenesis literature that 

explosive cyclogenesis is a nonlinear interaction process between dry ordinary baroclinic 
dynamics and moist diabatic processes associated with the release of latent heat.  The role of 
oceanic heat and moisture fluxes are temporally and spatially dependent upon the stage of 
cyclone lifecycle.  Many numerical studies suggest that oceanic sensible and latent heat fluxes 
are critical to the explosive development early in the lifecycle of the cyclone partly due to the 
lowering of static stability (Wang and Rogers 2001).  Bosart points out that much of the 
disagreement about the relative importance of surface fluxes in model simulations can be traced 
back to the initialization time of the model and the stage or phase of development upon which 
the numerical simulation focused.  In explosive cyclone cases, diabatic processes likely dominate 
dry dynamics.     

In two studies of the Presidents Day storm of 1979, Bosart (1981) and Bosart and Lin 
(1984) demonstrated that oceanic sensible and latent heat fluxes were maximized in the 
southwest quadrant of an  Arctic anticyclone off the Atlantic seaboard which warmed, 
moistened, and destabilized the coastal marine boundary layer.  An intense coastal front resulted 
along which the incipient Presidents’ Day wave interacted with an intense PV anomaly.  In the 
view of Bosart (1981) and Bosart and Lin (1984), Bosart (1999) explains that “the antecedent 
growth of baroclinicity, low-level vorticity, and reduction in atmospheric static stability in the 
lower troposphere preconditioned the atmosphere for future rapid cyclonic vorticity growth as 
the updraft region and attendant low-level convergence field associated with the advancing 
upper-level trough reached the coast.” 

Gyakum (1991) also showed that the growth of a small-scale wave along an intense low-
level frontal zone provided the antecedent vorticity necessary for the later explosive growth of 
the QEII storm.  More generally, Gyakum et al. (1992) examined 794 North Pacific cyclones 
over nine cold seasons and found cyclones with a distinct vorticity structure prior to rapid 
deepening showed significantly larger maximum deepening rates, a clear indication of the 
importance of antecedent growth mechanisms or preconditioning.  Thus, a conclusion can be 
drawn that the effects of surface fluxes on cyclone development can be best understood by 
taking into account the physical processes and linkages at the earliest stages of cyclogenesis 
(Kuo et al. 1991; Reed and Simmons 1991).    

It has been well documented that tropical cyclone (TC) intensity is dependent upon the 
atmospheric thermodynamic state and the properties of the upper-ocean along the storm track 
(Emanuel 1999).  As a TC translates over the ocean, momentum is transferred to the surface and 
heat and moisture are extracted through sensible and latent heat fluxes.  Behind a cyclone, 
primarily due to upwelling and mechanical mixing, cooler SSTs on the order of 6°C may be 
observed (Bender et al. 1993).  Ren et al. (2004) examined extratropical cyclone interactions 
between the atmosphere and ocean and found similar results.  The feedbacks favorable for 
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increased extratropical cyclone intensity were found to be enhanced by a thin oceanic mixed 
layer, slower storm propagation speed, strong thermal stratification below the oceanic mixed 
layer, and low relative humidity in the atmospheric boundary layer (Ren et al. 2004).  However, 
only two case studies were examined which may limit the generality of these results. Due to the 
typical rapid translation speed of many extratropical cyclones, it is speculated that the sensitivity 
of storm intense to oceanic mixed layer properties is likely small. 

The strongest latent heat fluxes are located south of the preceding anticyclone where the 
greatest saturation deficit occurs.  Here the SST and air temperature are both higher leading to an 
increased saturation vapor pressure. 

 
2.3.7 Role of upper-level PV anomalies 

 
 The relationship between tropopause-level PV anomalies and extratropical cyclone 

development has been studied by Browning et al. (2000) with regard to the reintensification of 
Hurricane Lili (1996) after its extratropical transition.    Mesoscale tropopause depressions (TDs) 
were found to have effectively coupled with the remnant post-ET warm-core of Lili allowing for 
regeneration of the vertical tower of PV.  From the conceptual model (Figure 2.12;  Browning et 
al. 2000; their Figure 3), the TDs are characterized as a PV maximum associated with dry 
intrusion (Browning 1997) air descending slantwise beneath an upper-level jet streak.  Two 
interlocking flows are laterally displaced but vertically mirror images of each other:  the dry 
intrusion flow and the moist high-���Z���I�O�R�Z������ �$�V�F�H�Q�G�L�Q�J���K�L�J�K- ���Z���L�V���U�H�V�S�R�Q�V�L�E�O�H���I�R�U���W�K�H���F�U�H�D�W�L�R�Q��
and maintenance of the upper-level cloud head (Browning and Roberts 1994) while the 
descending dry-intrusion air fills beneath the mesoscale TD.  The cross-section X-X’ identifies a 
tropopause fold of stratospheric air descending into the middle and lower troposphere.  Lower 
tropospheric air beneath this folding causes additional dry-intrusion-like air to extend into the 
planetary boundary layer.  A “broad-curtain” of air descends towards the cold front with fingers 
of dry-intrusion air (Browning et al. 2000).  This model is a reproduction of Danielsen (1964) 
and is shown in Browning (1997; their Figure 1).        

Aspects of an upper-level PV anomaly merger are discussed in the Superstorm of 1993 
analysis of Bosart et al. (1996).  Using dynamical tropopause (DT) analyses, strong PV 
anomalies embedded in the northern and southern branches of the westerlies in a background 
confluent flow were tracked.  The northern PV anomaly retained its arctic properties and lagged 
temporally behind the southern PV anomaly allowing for the preconditioning of lower-
troposphere air with significant conditional instability in a very cyclogenetic environment.  The 
resulting PV anomaly merger event was found to be critical for the explosive cyclone 
development, which has been also found by Gaza and Bosart (1990) and Dean and Bosart (1996) 
in addition to diabatic influences.  

 
2.3.8 Tropical transition 

 
Tropical transition (TT) is defined as the process by which a baroclinic, vertically 

sheared, extratropical cyclone is transformed into a warm-core, barotropic, vertically-stacked 
tropical cyclone (Davis and Bosart 2003; 2004).  The speed of the occlusion process is found to 
be the key factor in determining whether a decaying extratropical cyclone will be reborn as a 
tropical cyclone (TC).  The speed is required for the diabatic heating and its associated 
secondary circulation to accomplish the redistribution of potential vorticity through upshear 
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convection in order to successfully undergo TT.  Posselt and Martin (2004) showed that diabatic 
heating was fundamental to the midlatitude occlusion process as the adiabatic dynamics are too 
slow to reproduce structures seen in nature.  The occlusion process occurring quickly over 
subtropical latitudes may likely lead to TC cyclogenesis. 

Hulme and Martin (2009a,b) examined several TT cases in the North Atlantic basin and 
used a potential vorticity budget along with frontogenesis functions to examine the upshear 
convection and latent heat release along the bent-back warm front structure of occluding 
extratropical cyclones.  The diabatic redistribution of PV led to the growth of a low-level PV 
maximum along the western end of the warm front while the upper-level PV anomaly exhibited 
a canonical occluded or "treble clef" structure (Martin 1998).  The combination of the 
convection and upper-level PV deformation suggested that diabatic heating and latent heat 
release is essential to the TT process as it is necessary for the extratropical cyclone occlusion 
process.  In an analysis of Hurricane Michael (2000), Davis and Bosart (2003) found that strong 
latent heating associated with the convection efficiently redistributed PV in the vertical and 
effectively reduced the vertical wind shear over the surface cyclone (Raymond 1992).  This 
upshear convection was responsible for the horizontal displacement of the PV gradients at lower 
and upper levels and is directly related to the strength of the baroclinic precursor disturbance 
(e.g. the leftover occlusion). 

Other notable examples studied include the development of Hurricane Michael (2000) by 
Davis and Bosart (2003), Karen (2001) by Hulme and Martin (2009b), and the South Atlantic 
Tropical Cyclone Catarina by McTaggart-Cowan et al. (2006).               

 
2.3.8 Maintenance of warm-core during extratropical transition  

 
With the Iris redevelopment (1995), the cyclone maintained its warm core structure as it 

tracked across relatively warmer waters of the eastern Atlantic and combined with an existing, 
larger baroclinic cyclone.  With the superposition of the two systems, surface flux moistening 
�D�O�O�R�Z�H�G���W�K�H���E�R�X�Q�G�D�U�\���O�D�\�H�U���H�T�X�L�Y�D�O�H�Q�W���S�R�W�H�Q�W�L�D�O���W�H�P�S�H�U�D�W�X�U�H�������H�����W�R���U�H�P�D�L�Q���Q�H�D�U���V�D�W�X�U�D�W�L�R�Q�����H���R�I��
the underlying sea-surface temperature.  The convection associated with the destabilized column 
allowed for efficient vertical mixing and latent heat release and allowed for the warm-core to 
remain.  As Iris was steered poleward in association with the large-scale, cyclonic LC2-type 
upper-level PV anomaly (Thorncroft et al. 1993), the pre-existing, deep low-pressure system 
advects the lower-level warm-core of Iris into the center of the upper-level trough in a seclusion 
process (Shapiro and Keyser 1990).  The resulting seclusion was argued to be stronger and 
anomalously warmer due to the ingestion of Iris.  The background temperature, of course, 
determines the magnitude of the resulting anomaly.   

The final Iris + low system has a vertically coherent PV tower beneath tropopause folds 
especially low on the equatorward flank.  Thorncroft and Jones (2000) diagnose a well-defined 
lower-level core of 900 hPa winds of greater than hurricane force along the equatorward 
periphery of the cyclone.  They posit that the winds were a result of the superposition of the 
upper-level PV structure upon the lower-troposphere PV anomaly.  The thermodynamic structure 
resembled a tropical cyclone with a pronounced warm-�F�R�U�H���Z�L�W�K���D���F�R�U�H���R�I���K�L�J�K�����H���Y�D�O�X�H�V������ 

In a mesoanalysis of the reintensification of Hurricane Lili (1996) after extratropical 
transition, Browning et al. (1998), a powerful warm-core seclusion surrounded by a low-level jet 
with wind speeds exceeding 40 ms-1 was analyzed around a relatively cloud-free, eye-like 
feature.  This eye was also partially encircled by previous dry-intrusion air of stratospheric origin 
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which descended within a tropopause fold around the cloud head hook (e.g. Bader et al. 1995).  
This cloud hook formation occurred as the upper-level PV anomaly enveloped the lower-level 
diabatically generated PV anomaly.  The post-ET intensification was tied to the tropopause 
folding and its interaction with the diabatically generated lower-level PV anomaly from the 
earlier tropical-phase Lili.  Browning et al. (1998) noted the importance of the dry intrusion 
�V�S�L�U�D�O�L�Q�J�� �L�Q�W�R�� �W�K�H�� �Z�D�U�P�� �P�R�L�V�W�� �F�R�U�H�� �Z�K�L�F�K�� �S�U�R�Y�L�G�H�G�� �F�R�Q�V�L�G�H�U�D�E�O�H�� �O�R�Z�� ���Z���D�L�U�� �I�U�R�P�� �W�K�H��
stratosphere, upper-troposphere, and the lower-troposphere below the descending tropopause 
fold.  Their Figure 14, reproduced here as Figure 2.13, effectively demonstrates the enveloping 
of a 3-dimensional PV-sheet or streamer wrapped around the cyclone.    

 As with Iris, the maintenance of the warm-core during the tropical cyclone phase of Lili 
likely contributed to the sustenance of the lower- to middle-level PV anomaly which contributed 
to the mature structure vertical tower.  Similar extratropical reintensification has been diagnosed 
for Hurricane Earl (1998) (McTaggart-Cowan et al. 2001) and Hurricane Irene (1999) (Augusti-
Panareda et al. 2004).  The composite study by Hart et al. (2006) summarizes well the synoptic 
patterns associated with developing and non-developing post-ET cyclones.  Some storms simply 
encounter the midlatitudes and decay or are rapidly sheared apart.     
 

2.4 Extratropical Transition Re-intensification as a Warm Seclusion 
 

Warm seclusion extratropical cyclones can develop from the extratropical transition (ET) 
of poleward progressing tropical cyclones (TC).  Since the reanalysis storm track databases also 
will include many TCs, a cursory goal of this study will be to identify and classify recurving TCs 
which undergo ET and explosively intensify into mature extratropical warm seclusions.  There is 
considerable ongoing work by many researchers related to the predictability of ET outcome, i.e. 
if a TC will decay in unfavorable baroclinic environments of high vertical shear or be able to 
maintain its vorticity intensity or possibly reintensify rapidly (Jones et al. 2003).  Hart et al. 
(2006) reported on synoptic composites of various Atlantic ET outcomes with operational 
numerical weather prediction (NWP) model cyclone phase space diagnostic trajectories (CPS; 
Hart 2003).  This work will be extended to the Pacific basin with emphasis on those TCs which 
undergo rapid intensification during the past 30-years with the MERRA reanalysis. 

As a TC reaches its recurvature latitude, considerable uncertainty in downstream NWP 
forecasts occurs probably as a result of the rapid and poorly predicted evolution of Rossby wave 
packets (e.g. Harr and Dea 2009).  When ensemble spread the geopotential fields at 500 hPa are 
examined during ET cases in the Western Pacific, it is often observed that large downstream 
uncertainty exists in continental United States forecasts 5-days in the future.  The TIGGE 
ensemble archive is expected to be an invaluable resource to identify and diagnose the source of 
upstream errors associated with ET.  As described in Chapter 6, the possibility that large analysis 
error in NWP initialization fields may be associated with future forecast error is likely intimately 
related to the orientation of the large-scale circulation likely due to downstream development, as 
one example (Orlanski and Sheldon 1995).             

A remarkable ET reintensification occurred with Typhoon Forrest during late October 
1989 in the Western North Pacific with the final extratropical low reaching a much lower central 
sea-level pressure than anytime during its tropical phase.  Cyclone phase space diagnostics (Hart 
2003) from MERRA (c.f. §3.2.8) show the ET of Forrest on the 29 October and the 
reintensification as a deep warm seclusion.  A series of enhanced-infrared images (Figure 2.14 a-
d) from the ISCCP geostationary satellite archives characterize the archetype ET process from 
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mature tropical cyclone into the baroclinic shear zone and rapid re-intensification (e.g. Harr and 
Elsberry 2000; Hart and Evans 2001).  The intense convection in the cloud head (Figure 2.14c) 
surrounds a relatively cloud-free dry slot during the frontal-fracture and T-bone stage (Shapiro 
and Keyser 1990) until maturing as a warm seclusion with a weak trailing cold-front (Figure 
2.14d).  Considerable dry air spills off the continent, over the Sea of Japan, and into the cold-
sector of the sprawling cyclone.  

During the extratropical transition process, surface fluxes are critical for the maintenance 
of convection and the intensity of the lower-level PV tower which may be maintained during the 
transition process (c.f. §2.3.8).  Diagnostics from the MERRA reanalysis are shown in the panel 
of Figures 3.6 at 0.5º x 0.66º grid spacing.  The shaded contours are latent heat flux (positive 
upwards) with sea-level pressure contours overlaid during a 60-hour period.  Typhoon Forrest 
approaches the southern coast of Japan (Figure 2.15 a-b) and its near-surface circulation 
represents an advection dipole with weak upward latent heat flux west of the circulation center.  
Just after the completion of extratropical transition (Figure 2.15c, 29/12z), ex-Forrest explosively 
deepens with a broad area of large latent heat flux upward from the surface, likely 
underestimated due to the relative coarseness of the MERRA grids.  The final seclusion phase 
with the strong upward fluxes (Figure 2.15d) corresponded with the IR satellite imagery and the 
flooding of cold air over the warmer ocean surface.    A concomitant series of precipitable water 
figures depict the very moist, deep convection associated with the Forrest prior to transition with 
the upper-level outflow extending poleward into the circulation of a mature extratropical cyclone 
south of Kamchatka peninsula (Figure 2.16a).  As Forrest recurved east of Japan (Figure 2.16b) 
and completed extratropical transition (Figure 2.16c), the magnitude of the precipitable water 
decreased markedly with the translation of the storm over cooler SSTs.  A strong and narrow 
moisture river extends out of the tropics into the midlatitudes making up the warm conveyor belt 
of the rapid re-intensifying extratropical version of Forrest.  At maturity (Figure 2.16d) in the 
warm seclusion stage, the center of Forrest appears has maintained anomalously high moisture 
content, presumably the remnants of the tropical core during the tropical stage of Forrest.  

Whether a coincidence or not, at the same time as Forrest completed ET and explosively 
deepened, a purely baroclinic system explosively deepened in the North Atlantic and reached its 
minimum sea-level pressure of under 925 hPa at the same synoptic time as Forrest:  00Z October 
30, 1989.  The polar stereographic view (Figure 2.17) of the 850 hPa thetaE shows the cyclonic 
warm anomalies of the mature warm seclusions:  Forrest and the North Atlantic development 
near Iceland.  The number of cyclones during the past three decades that reach a pressure of less 
than 930 hPa is small and clearly an extreme event.  Further examination using local eddy 
kinetic energy diagnostics may extricate the large-scale signals responsible for the coincident 
extreme cyclones.   

Several other cases have been identified and are discussed later in this dissertation.  An 
example that typifies the interactions between tropical cyclones and the midlatitude environment 
is typified by Super Typhoon Wipha of 2007 and its interaction with another decaying tropical 
cyclone and subsequent extratropiacal transition (Figure 2.18 a-e).  On September 15, Typhoon 
Nari is located in the Sea of Japan and is encountering the vertical shear associated with the 
polar jet.  The characteristic upper-level outflow downstream encircles a vast moat of dryness in 
the central North Pacific associated with the subsidence from rapidly developing Wipha located 
northeast of the Philippines.  During the next 48 hours, an impressive warm seclusion forms 
from the remnants of Nari and a powerful upper-level PV anomaly from upstream (not shown).  
For September, the minimum sea-level pressure associated with the warm seclusion (Figure 2.18 
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d-e) was analyzed below 955 hPa, very intense and anomalous for a non-tropical system in the 
Northern Hemisphere.         

Mainly during September and October, Northern Hemisphere tropical cyclone activity 
often is coincident with explosive extratropical cyclone development in the same basin directly 
downstream.  The preconditioning of the upper-level jet through the TC’s diabatic outflow likely 
enhances divergence aloft, which aids in the phase-locking of incipient low-level baroclinic 
waves to the upper-level energy source.   Satellite signatures include a trailing cold-front directly 
connecting the extratropical cyclone and tropical cyclone in lower latitudes.  Other notable 
Pacific examples include Tropical Storm Luke (1991), Typhoon Babb (1998), and Typhoon Gay 
(1981).  The Atlantic basin as well as the Southern Hemisphere (SH) sees similar phenomena but 
much less often.  Irene (1999), Lili (1996), Kate (2003), and Keith (1988) have been identified in 
the North Atlantic.  One SH example involves intense (110 knots maximum one-minute 
sustained wind) Tropical Cyclone Felana from March 1990 in the South Indian Ocean which 
reintensified into a 949 hPa warm seclusion after ET.  A recent explosive reintensification of 
Tropical Cyclone Ken (March 2009) saw the storm slowly trek across the Southern Pacific 
Ocean until redeveloping dramatically after encountering a vigorous negative upper-level PV 
anomaly (-PV in the SH). 
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Figure 2.1: IOP-4 extratropical storm (Neimann and Shaprio 1993; Shapiro and Keyser (1990) 
from ERICA field experiment.  Enhanced color visible AVHRR NOAA 11 – HRPT January 04, 
1989 17:51 – 18:03 UTC. 
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Figure 2.2. Idealized life cycle of a vigorous Northern Hemisphere extratropical cyclone 
developing on a cold front. Panels show isobars, primary fronts, flow direction, and the notional 
cyclonic center. Stages 3 to 6 come from Shapiro and Keyser (1990) with three simple changes: 
previously, a warm front lay southwest of the center at stage 5, stage 3 was labeled “incipient 
frontal cyclone,” and stage 6 was described as the warm seclusion.  From Hewson (2009).    
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Figure 2.3:  From Schultz et al. (1998) Figure 15.  Caption:  “Conceptual models of cyclone 
evolution showing lower-tropospheric (e.g., 850-hPa) geopotential height and fronts (top), and 
lower-tropospheric potential temperature (bottom). (a) Norwegian cyclone model: (I) incipient 
frontal cyclone, (II) and (III) narrowing warm sector, (IV) occlusion; (b) Shapiro–Keyser 
cyclone model: (I) incipient frontal cyclone, (II) frontal fracture, (III) frontal T-bone and bent-
back front, (IV) frontal T-bone and warm seclusion. Panel (b) is adapted from Shapiro and 
Keyser (1990, their Fig. 10.27) to enhance the zonal elongation of the cyclone and fronts and to 
reflect the continued existence of the frontal T-bone in stage IV. The stages in the respective 
cyclone evolutions are separated by approximately 6–24 h and the frontal symbols are 
conventional. The characteristic scale of the cyclones based on the distance from the 
geopotential height minimum, denoted by L, to the outermost geopotential height contour in 
stage IV is 1000 km.” 
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Figure 2.4:  From Shapiro et al. (1999):  Caption:  “Primitive equation, spherical domain 
simulations of two idealized cyclone life cycles at ~day 6.  Left panels (a-c):  The nonshear 
cyclone (LC1).  Right panels (d-f):  The cyclonic barotropic shear(~0.2 X 10-4 s-1) cyclone 
(LC2).  Upper panels (a,d):  Surface potential temperature at 5-K intervals.  Middle panels (b,e):  
Surface relative vorticity at 10-4 s-1 intervals.  Lower panels (c,f):  Potential vorticity on the 300-
K isentropic surface at 0.5 PVU intervals (Methven 1996).” 
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Figure 2.5:  From Augusti-Panareda et al. (2005) Figure 7.  Caption: “Schematic showing the 
planetary wave environment and the mature stage of different baroclinic life cycles at upper 
levels, based on results and figures from Davies et al. (1991) and Shapiro et al. (1999). (left) The 
relative position of the 300-mb planetary wave and polar jet stream (solid line with arrow) and 
the 200-mb planetary wave and subtropical jet stream (dashed line with arrow). The low and 
high pressure centers associated with the planetary waves in the upper troposphere are indicated 
by L and H, respectively. The “+” sign indicates the location of the center of the positive PV 
anomaly at upper levels. The barotropic shear that the positive PV anomaly experiences is given 
by the relative position and strength of the jet streams associated with the planetary waves (see 
text for a more detailed explanation). (right) The final shape that the positive PV anomaly at 
upper levels (between 200 and 300 hPa) evolves into at the end of the baroclinic life cycle 
labeled as LC1, LC2, and LC3 when there is no barotropic shear, cyclonic shear, or anticyclonic 
shear, respectively. Gray shading depicts PV values greater than 2 PVU, and the surrounding 
black line is the 2-PVU contour. The typical ranges of horizontal scales are shown by the 
horizontal bars at the bottom of the figure." 
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Figure 2.6:  From Browning (1997) Figure 1.  Caption: “Three-dimensional representation of the 
dry intrusion flow. Arrows are trajectories of air originating from a small region near the 
tropopause, drawn within a curved isentropic surface. These trajectories come close to the 
ground in the left part of the diagram but not in the right-hand part, where they overrun the 
surface fronts (Danielsen, 1964).” 
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Figure 2.7:  From Browning (1997) Figure 5.  Caption: “Conceptual model showing system-
relative airflow associated with the diffluent-flow type of cyclogenesis. The arrows labeled W1 
and W2 are the primary and secondary warm conveyor belts. The dashed arrow labeled CCB is a 
cold conveyor belt. The dry intrusion is seen to overrun W2 over a broad region to produce an 
upper cold front at its leading edge. (After Young et al. 1994.)” 
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Figure 2.8:  From Browning and Roberts (1994):  Caption: “Structure of rapidly deepening 
frontal cyclone in northwestern Europe at stage of frontal fracture. Solid lines denote sea level 
isobars; scalloped line denotes edge of major cloud features (cloud head, thinly stippled; polar 
front cloud, thickly stippled: rain, large dots); and dashed line is the boundary of dry intrusion 
(the dry intrusion is seen as a dry slot in the satellite imagery; it overruns a shallow moist zone of 
higher ��w and undercuts rear edge of polar front cloud). The surface warm front is shown by the 
standard notation (cold-conveyor-belt air ahead of the warm front has a system-relative motion 
toward the west and contributes to most of the precipitation-producing ascent within the cloud 
head). Standard cold front notation denotes sharp surface cold front (SCF), associated with a 
sharp wind veer, an abrupt drop in ��w and narrow line convection. (The sharp SCF is in two 
parts, the northern part being a bent-back extension of the warm front.) Widely spaced cold front 
symbols on a wavy curve denote the diffuse surface cold front (no abrupt changes, no 
precipitation, no cloud signature). (The surface cold front in this location may sharpen during 
subsequent deepening of the cyclone as air from the cold conveyor belt sweeps around the 
southern flank of the cyclone center.) The open triangles denote the upper cold ��w front (UCF), 
marking the leading edge of the dry intrusion. (The UCF is always detectable as a ��w front but 
there may not be a significant �� gradient.) The shallow moist zone is denoted by smz (region 
between the UCF and SCF where moist high-��w air in the boundary layer, originating in the 
warm conveyor belt, is overrun by the lower-��w dry intrusion). The 300-mb jet axis is shown by 
the arrow. The letter “J” denotes the upper-level jet core. (In the region of deceleration ahead of 
J, there is an indirect ageostrophic circulation, in which boundary layer air from the warm 
conveyor belt flows within the SMZ toward the cyclone center, ascends as line convection at the 
bent-back front near the low center, and then forms the top of part of the cloud head.)” 
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Figure 2.9:  WRF [4km, 1750x1250y50L] hindcast simulation sensible + latent heat flux 
[shaded, Wm-2] for the ERICA IOP4 cyclone on 04 Jan 1989 at (a) 00Z (b) 08Z (c) 14Z and (d) 
18Z.      

 

 

 

 

 

 

 

 

 

 

 

 

 



34 
 

 

 

Figure 2.10:  WRF [4km, 1750x1250y50L] hindcast simulation 870-hPa wind speed [shaded, 
knots] and vectors [scaled, constant magnitude] for the ERICA IOP4 cyclone on 04 Jan 1989 at 
(a) 00Z (b) 08Z (c) 14Z and (d) 18Z. 
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Figure 2.11:  WRF [4km, 1750x1250y50L] hindcast simulation 850-hPa equivalent potential 
temperature [shaded ��E, Kelvins] for the ERICA IOP4 cyclone on 04 Jan 1989 at (a) 00Z (b) 08Z 
(c) 14Z and (d) 18Z. 



36 
 

 

 
 

Figure 2.12:   From Browning et al. (2000) their Figure 3.  Caption: “Idealized model showing 
the intertwining around a cyclone center (L) of two rather symmetrical flows: the dry-intrusion 
flow descending from the mesoscale tropopause depression (low wet-bulb potential temperature, 
��w) and the flow of high-��w air ascending into the cloud head. Middle part of figure is a plan 
view; upper and lower panels show vertical sections along WW’ and XX’, respectively. The 
black triangles in these sections denote the positions of the surface cold fronts (SCFs). The cold 
front bounding the cloud head corresponds to what is often analyzed as a bent-back warm front 
but which is in fact traveling toward the warm air. An upper-level jet streak occurs at the leading 
edge of the mesoscale tropopause depression and the outflow from the cloud head feeds an 
upper-level outflow jet.” 
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Figure 2.13:  Browning et al. (1998) their Figure 14 Caption:  “Synthesis of information 
depicting the structure of Lili  at 15 UTC 28 October 1996.  The thin solid line and stippled 
shading represent the wet-bulb potential temperature > 12 C.  This is terminated at 500 hPa and 
capped by a perspective view lid to give a 3-dimensional impression.  JU and JL, respectively, 
denote the upper- and lower-level jet axes; the perspective-view partial circles show the two low-
level jets in Fig. 13(b) as part of the same cyclone vortex, the axis of which is given by the 
dashed line. The bold line is a slightly schematicized version of the dynamic tropopause 
corresponding to the 2 PV units isopleth in Fig. 13(d). The regions of horizontal hatching 
represent the diabatically generated region of PV > 2 PV units. The wavy line corresponds to the 
model’s RH = 80% isopleth which we interpret as corresponding roughly to the top of the actual 
region of cloud.” 
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Figure 2.14:  Typhoon Forrest IR Satellite Imagery GMS-3 Satellite (shaded, °C), October 1989 
at (a) 27/12z (b) 28/12Z (c) 29/12Z and (d) 29/21Z.  
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Figure 2.15:  Extratropical transition of Typhoon Forrest (October 1989):  Hourly MERRA 
surface latent heat flux (Wm-2) analysis of the development of warm seclusion and bent-back 
warm front over a 10 hour period in which the sea-level pressure (MSLP, hPa contours) fell from 
950 to 918 hPa for the times (a) 27/12z (b) 28/12Z (c) 29/12Z and (d) 29/21Z. 
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Figure 2.16:  Total column precipitable water (kg m-2) during Typhoon Forrest’s extratropical 
transition from the MERRA 1-hourly reanalysis fields during October 1989 at (a) 27/12Z (b) 
28/12Z (c) 29/12Z and (d) 29/21Z. 
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Figure 2.17:  Polar stereographic view of 850-�K�3�D�� �O�H�Y�H�O�� �H�T�X�L�Y�D�O�H�Q�W�� �S�R�W�H�Q�W�L�D�O�� �W�H�P�S�H�U�D�W�X�U�H�� ����E, 
shaded Kelvins) at 00Z on October 30, 1989. 
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Figure 2.18:  MTSAT IR imagery (shaded, °C) showing the downstream development with 
Typhoons Wipha and Nari on September 16, 2007 at (a) 00Z (b) 06Z (c) 12Z (d) 18Z and 
September 17, 2007 at (e) 00Z (f) 06Z. 
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CHAPTER THREE  

CLIMATOLOGY OF WARM SECLUSION EXTRATROPICAL 

CYCLONES 

 

3.1 Introduction 
 
 
This section of dissertation work focuses on the synoptic-dynamic climatology of 

extratropical cyclones that undergo a period of rapid deepening exceeding a threshold defined as 
explosive or “bomb-like” and usually develop a warm-core thermal structure at maturity.  With 
the advent of visible and infrared satellite imagery, entire cyclone lifecycles could be observed 
with their sprawling frontal structure and vigorous central cores of cyclonically wrapped-up 
strings of convection.  The development of routine oceanic synoptic analysis during the late 
1970s allowed for the pioneering climatological work of Sanders and Gyakum (1980) to discuss 
explosive cyclogenesis over the Northern Hemisphere from a statistical point of view as well.  
The main conclusions from that study included the facts that explosive cyclones tended to evolve 
over regions of tight sea-surface temperature gradients, under regions of upper-level diffluence, 
and that quasi-geostrophically calculated pressure falls were much less than those actually 
observed.  This final observation accurately suggested that diabatic contributions to explosive 
cyclogenesis were indeed critical and adequate representations of cloud-diabatic and boundary 
layer processes were required to resolve the rapid deepening in numerical models.  The nonlinear 
growth mechanisms associated with diabatic growth of baroclinic waves is known to be critical 
for explosive cyclone development and aspects of this relationship have been introduced in 
Chapter 2.     

In this chapter, the following framework is used to develop a global climatology of the 
synoptic-dynamic characteristics of explosive cyclone lifecycles.   First, a brief literature review 
is required with selected references describing the climatology of extratropical cyclones in both 
hemispheres.  With the evolution of improved reanalysis datasets over the past decade, many 
studies have built upon former work to shed new light on the frequency, intensity, and 
spatiotemporal structure of extratropical cyclones.  Thus, a collection of the newest generation 
reanalysis datasets are objectively analyzed with special focus on the role of diabatic heating 
during the early cyclone lifecycle on the final mature warm core intensity and the respective 
roles of nonadvective PV generation and advective tropopause folding in the generation of the 
PV-tower.  The warm core stage of the cyclone lifecycle has been described as either a “warm 
seclusion” by Shapiro and Keyser (1990) in their cyclone lifecycle paradigm or a Norwegian 
warm occlusion.  Several well-described methods are employed including Lagrangian composite 
analysis and cyclone phase space diagnostics (Hart 2003) which are combined with Lorenz 
(1955) energy exchange and growth rate calculations, frontogenesis analysis, and local eddy 
kinetic energy diagnostics.  The spatial resolution of the reanalysis products allows for these 
metrics to describe dynamical and physical processes both on the large-scale as well as the 
storm-scale.  
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The goal of this portion of my work is to use state-of-the-art reanalysis tools, software, 
and analysis techniques to refine our knowledge of explosive extratropical cyclone development.  
To date, a comprehensive examination of global cyclones using the cyclone phase space (CPS) 
has not been accomplished.  With CPS trajectories in hand, the compositing techniques 
developed by Hart et al. (2006) are easily implemented to generate a robust picture of the 
evolution of an incipient baroclinic wave into a mature warm seclusion.  The warm seclusion 
structure is fascinating in that it shares many characteristics with a mature extratropical cyclone 
even though they develop through completely different growth mechanisms.  The role of surface 
energy fluxes and latent heat release is critical in triggering and maintaining convection in both 
types of storms.  The anomalously warm core at maturity of the extratropical cyclone may 
indeed resemble that of a tropical cyclone with a cloud-free eye present surrounded by hurricane-
force near-surface winds.  However, getting to this mature stage requires several important 
synoptic-dynamic ingredients that vary in importance during different stages of the storm’s 
lifecycle.  The following global analysis will explore the intimate relationship between diabatic 
and kinematic dynamics on the synoptic-scale and increase our understanding of warm seclusion 
development in particular.   

There are at least six separate reanalysis projects underway that produce updated data in 
order to monitor aspects of the earth’s climate.  At the same time, operational forecasting centers 
worldwide produce forecasts globally based upon their respective model’s interpretation of the 
initial atmospheric state defined as the “analysis”.  However, not all of the observations are 
available to the operational NWP systems as is available to the reanalysis systems.  This trade 
off is potentially assuaged by the operational model’s continuously updated model dynamics and 
physics as well as much higher spatial and vertical resolution.  Thus, having a frozen reanalysis 
model for homogeneous analysis of the atmosphere retains its advantage for a brief shelf life.  
Another positive aspect is the ability to compare operational NWP forecasts with reanalysis 
forecasts to quantify the improvements made during a period of several years, for example in 
modeling skill. 

The synoptic-dynamic climatology of Sanders and Gyakum (1980) (Figure 3.1) set the 
foundation for a study of explosive cyclogenesis from both climatological (e.g. Roebber 1984; 
Sanders 1986; Chen et al. 1992; Gyakum et al. 2002) and case-study points of view.  Notable 
storm case-studies include the Queen Elizabeth II storm (Gyakum et al. 1983ab), the Great 
Storm of 1987 (Browning 1990), and the consecutive Lothar and Martin storms of 1999 (Wernli 
2001) which devastated parts of Western Europe.  More recently, with the evolution of 
reanalysis datasets, climatology studies of many aspects of extratropical cyclones characteristics 
have shed new light on their frequency, intensity, and spatiotemporal structure (Gulev et al. 
2001; Zolina and Gulev 2002).  The evolution from pioneering manual weather map analysis 
(e.g. Petterssen 1956; Klein 1957) to automated feature-tracking algorithms (e.g. Serreze 1995; 
Simmonds and Keay 2000; Hart 2003) have yielded considerable detailed information about 
cyclone variability in both the Northern (e.g. Hoskins and Hodges 2002) and Southern 
Hemispheres (Hoskins and Hodges 2005; Sinclair 1994, Sinclair 1995; Sinclair 1996; Lim and 
Simmonds 2002).  Moreover, several studies have focused upon the ability of early global 
reanalysis systems (e.g. NCEP/NCAR II, ERA15, ERA40) to characterize the aforementioned 
characteristics of midlatitude climate (Hanson et al. 2004; Trigo 2006; Wernli and Schwierz 
2006; Raible 2007).  Germane to interannual variability, the impacts of various atmospheric 
modes such as the North Atlantic Oscillation (NAO; Hurrel 1995, Serreze et al. 1997), El Nino 
Southern Oscillation (ENSO;  e.g. Eichler and Higgins 2006), and Northern Pacific Ocean 
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variability (NPO; Trenberth 1990) have greatly improved understanding for interseasonal to 
interdecadal time scales.  Henceforth, it is desirable to have a homogeneous, long-term 
consistent dataset to generate robust characteristics of the midlatitude climate system on a 
variety of time-scales using the best sources of reanalysis data currently available.      

This dissertation builds upon previous climatologies to objectively identify and typify 
mature warm seclusion extratropical cyclones (Bjerknes and Solberg 1922; Shapiro and Keyser 
1990) inside the cyclone phase space (CPS; Hart 2003).  With the CPS trajectories, further 
subsetting and dynamical analysis is easily accomplished using a variety of metrics.  Warm 
seclusion extratropical cyclones are often but not exclusively the result of explosive 
intensification or “bomb” developments.  Indeed, even though many warm seclusions are not the 
result of rapid deepening, non-bomb extratropical cyclones over marine environments develop 
similar structure and characteristics at maturity.  Here, we focus attention on those cyclones that 
do indeed undergo a period of rapid deepening of one-Bergeron or 24 hPa in 24 hours 
normalized at a latitude of 45°N (or 45°S).  As explained, this distinction does not preclude other 
non-explosive cyclones from reaching central pressures comparable to or lower than their 
explosive cousins.  The geographical locus for this exploration will be clearly over the oceans 
which provide the moisture and heat exchanges necessary during the stage of incipient cyclone 
development. 
 

3.2 Data and Methodology 
 

3.2.1 Objective methodology 
 
An objective methodology is applied to three complementary, but largely-independently 

produced, long-period reanalysis to construct a homogeneous database of cyclone tracks and 
structure.  These include the MERRA, JRA-25, and ERA-Interim which are discussed briefly in 
the following sections.  A feature-tracking system based upon minimum sea-level pressure 
(MSLP) detects cyclones, tracks them throughout their lifecycle, and serves as a basis for 
individual cyclone phase space trajectories.  The CPS diagnostics are applied to all tracks with 
life cycles of at least 24 hours duration (>5 six-hourly synoptic analyses) using the methodology 
outlined in Hart (2003).   These lifecycle trajectories are easily assembled and filtered to 
construct meaningful composites of many variables crucial to extratropical cyclone genesis, 
intensification, and mature structure development.  The reanalysis data sources are described in 
the following sections. 

To develop a climatology of extratropical cyclone behavior, the goal is to have a long-
period, reasonably high spatial-resolution and consistent atmospheric analysis.  As the era of 
plentiful satellite data began in 1979, advanced data assimilation procedures (i.e. 3DVAR, 
4DVAR) were engineered to optimally combine both conventional observations such as 
radiosondes, ships, and surface stations, with remotely sensed variables such as radiances, cloud-
track winds, and microwave backscatter.  Bengtsson and Shukla (1988) proposed conducting a 
retrospective-analysis or reanalysis using a fixed modeling system to provide more consistency 
in data time series.  In the past decade, many additional remote sensing platforms have come 
online which are then added to the data assimilation recipe to generate the most accurate analysis 
of the atmosphere at a chosen interval.  For large-scale extratropical cyclone characteristics such 
as the evolving pressure and wind fields, six-hourly analysis increments are typically reasonable 
to capture the storm’s lifecycle overall, but higher temporal sampling is desirable to capture the 
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very rapid changes associated with rapid deepening.  Atmospheric reanalysis products, of which 
several generations have evolved, provide a model-consistent analysis on the order of 15-50 
years.   However, one must consider the evolution of the observing system throughout the past 
several decades and correct for distinct bias introduced when a new satellite comes online and is 
assimilated into the reanalysis (Simmonds 2004). 

 
3.2.2 Reanalysis products:  MERRA 

 
Second, NASA has undertaken the Modern Era Retrospective-Analysis for Research and 

Applications [MERRA, Bosilovich et al. 2006] project to produce another tool to analyze aspects 
of the climate system during the data-rich past 3-decades.  While the MERRA output will 
resemble the traditional reanalysis output like the JRA25 (30-years), and its predecessor ERA40 
and NCEP/NCAR Reanalysis, a special advance in data assimilation technology allows for the 
output of many diagnostics at a higher temporal resolution of 1-hour [4DVar systems have this 
ability in general].  The GEOS-5 (Rienecker et al. 2008) data assimilation system implements the 
Incremental Analysis Updates (IAU) to slowly adjust the model states toward the observed state 
and reduce unrealistic water cycle spin down.  Thus, surface fluxes as well as other single level 
meteorology variables including sea-level pressure are provided at 1-hourly analysis increments 
while the pressure level data [L42], at full model resolution (0.5°x0.66°) are provided every 6-
hours.  For comparison purposes between the reanalyses, the 6-hourly output will be utilized.  
MERRA was processed in three separate computing streams or segments corresponding to 10-
year chunks and completed in early 2010 with real-time production expected to continue into the 
future.  The entire dataset is hundreds of terabytes (TB) in HDF format and available online for 
immediate usage using a GrADS data server, for instance.  A curious oversight with MERRA is 
the lack of vertical motion or pressure velocity as a provided variable.   
 
3.2.3 Reanalysis products:  JRA-25 

 
As a component of the long-term climatology component of extratropical cyclone 

exploration in this dissertation, the Japanese 25-year Reanalysis (JRA-25, Onogi et al. 2007) will 
be utilized for common atmospheric variables aloft and at the surface from January 1979 to 
December 2009 (data extends into 2010 and is updated daily) at 6-hourly synoptic intervals.  The 
JRA-25 utilizes the Japan Meteorological Agency (JMA) numerical assimilation and forecast 
system (current as of 2004, T106) and specially collected and prepared observational and 
satellite data from many sources including the European Center for Medium-Range Weather 
Forecasts (ECMWF), the National Climatic Data Center (NCDC), and the Meteorological 
Research Institute (MRI) of JMA.  The JRA-25 analysis grids are created using 3D-Var data 
assimilation at approximately 1.25° grid spacing.  Tropical cyclone analysis receives special 
attention with wind profiles assimilated around active cyclones using the Fiorino methodology 
(Onogi et al. 2007) deduced from best-track data, resulting in a generally improved TC analysis 
field when compared to other reanalysis products. 

 
3.2.4 Reanalysis products:  ERA-Interim  

 
The third reanalysis dataset is called the European-Centre for Medium-Range Weather 

Forecasting (ECMWF) Reanalysis Interim or ERA-interim (Simmons et al. 2007) dataset and 
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spans the data-rich period of the past two decades beginning in January 1989 and extending to 
present day.  It is clearly advantageous to have the reanalysis data continuously updated as 
quickly as possible to monitor the earth’s climate using a homogeneous modeling environment.  
Another advantage of the ERA based system is related to the quality of the underlying data 
assimilation and forecast model technology.  The interim status is designated as a bridge 
between the ERA-40 and a subsequent future reanalysis which will likely span at least 50-years.  
The ECMWF forecast model has consistently outperformed all other global operational 
forecasting systems, especially when measured using the 500 hPa geopotential anomaly 
correlation (see Chapter 6).  As development of modeling techniques and computer power have 
improved along with new data rescue and handling efforts, considerable experience is gained 
during the construction of reanalysis products, in an “iterative” manner (Uppala 2007).  With the 
completion of the ERA-40 [data through August 2002], a new reanalysis system was suggested 
to take advantage of the intervening advancement in the ECMWF operational modeling system.  
Thus, the ERA-interim was implemented with a T255L60 12-hourly update 4D-Var model with 
improved model physics, new humidity analysis, and variational bias correction of radiance data 
(cycle 31r2 of ECMWF's Integrated Forecast System (IFS) operationally introduced in 
September 2006).   

Many important differences exist between the third generation ERA-interim and the 
second-generation ERA40, which had many observed problems or shortfalls.  Of these, the 
ERA-interim improved upon overly strong tropical oceanic precipitation in the early 1990s, and 
reduced the levels closer to the Global Precipitation Climatology Project (GPCP) estimates.  
Accordingly, total column water vapor in the ERA-interim is more in line with values from the 
SSM/I product produced by Remote Sensing Systems.  As the reanalysis products are integrated 
forward along individual 10-day forecast cycles, comparison with the ERA40 shows a consistent 
and clear improvement in forecasting modeling skill during the past decade (e.g. Betts et al. 
2009).  These 10-day forecasts are provided twice daily for the entire reanalysis period for both 
the pressure level and surface date likely proving invaluable for future predictability studies. 

 
3.2.5 Reanalysis products: NCEP-CFSR 

 
The fourth and final dataset, the NCEP Climate Forecast System Reanalysis (CFSR), is a 

long-period global, high resolution, coupled atmosphere-ocean-land surface-sea ice system 
designed and executed to provide the best estimate of the state of each domain (Saha et al. 
submitted).  Spanning the past three-decades beginning in January 1979, the CFSR is also 
continued as an operational, pseudo-real-time product at least into 2010 with the bulk of the data 
just provided online during late May 2010.  The global atmosphere resolution is approximately 
38 km at T382 with 64 vertical levels extending from the surface to 0.26 hPa.  The global ocean 
is coupled at a similar resolution of 0.25° at the equator extending to 0.5° outside the tropics with 
40 vertical levels to a depth of 4.7 km.  Since satellite observations were used in radiance form 
and bias corrected with “spin-up” runs at full model resolution, smooth transitions due to 
changes in satellite monitoring are a clear advantage of CFSR to monitor the climate.  Similar to 
MERRA, CFSR atmospheric, oceanic and land surface output are available at an hourly time 
resolution and 0.5 degree horizontal resolution.  

According to the Bulletin of the AMS overview by Saha et al., the CFSR will provide the 
basis for most of NCEP’s future operational climate products.  The reanalysis will define the 
mean states of the atmosphere, ocean, land surface and sea ice over the next 30-year climate 
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normal (1981-2010) and provide the initial conditions for the Climate Forecast System forecasts 
on weekly to monthly time scales.  With improved atmosphere-ocean coupling and more modern 
data assimilation and model technology, the CFSR output will be far superior to previous NCEP 
reanalysis products produced in the mid-1990s.   Saha et al. predict that since “the previous 
NCEP reanalyses have been one of the most used NCEP products in history; there is every 
reason to believe the CFSR will supersede these older products both in scope and quality. 

 
3.2.6 Operational NWP products 

 
 To compliment the vast collection of reanalysis data, valuable repositories of operational 

model output from several of the world’s best numerical models are maintained and available in 
the THORPEX Grand Ensemble (TIGGE) archive.  This effort undertaken to improve forecast 
predictability is generally tailored around the production, archive, and distribution of ensemble 
products simultaneously in a conformal format.  Archived since late-2006, the TIGGE forecast 
model output will be discussed in a future section on predictability along with two retrospective 
re-forecast datasets.  Deterministic model grids from the ECMWF system (0-180 hrs) are 
available at high resolutions (40 km) in addition to even higher resolution data (~16 km, T1279) 
in the Year of Tropical Convection (YOTC:  Waliser and Moncrieff 2007) data portal.  NCEP 
Global Forecasting System (GFS) grids are collected at a nominal grid spacing of 1° globally 
from a period of 2004-2010 and forecasts from 0-144 hours are available each 6-hours.  While 
not used in this dissertation, ECMWF provides the 10-day forecast grids every 12-hours for the 
ERA-interim reanalysis from 1989-2010.  This data is valuable for examining forecast skill and 
failure during the past two decades with respect to dependence upon regime flows and baroclinic 
wave lifecycle variability (see Chapter 6). 

 
3.2.7 Cyclone tracking 

 
The cyclone tracking method (feature tracking) used in this study and described by Hart 

(2003) is based upon the location of minimum sea level pressure (MSLP) centers, which must 
fall upon a model grid point for computational efficiency.  Many other studies have investigated 
a variety of other variables for cyclone detection including MSLP, geopotential height at several 
vertical levels, geostrophic relative vorticity (Sinclair 1994), and potential vorticity on the 
dynamic tropopause (Hoskins and Hodges 2002).  Generally, the preceding variables detected 
synoptic activity well, with comparable results between vorticity and MSLP.  Specifically, the 
Hart (2003) methodology uses a rather small footprint [5ºx5º] or scanning window to locate 
pressure minima, and does not require a closed sea-level pressure contour, only a local and 
unique minimum. 

The most apparent weakness of MSLP detection methods is at smaller scales, where 
vorticity tracking produced better results (e.g. Dacre and Gray 2009). For example, the detection 
of midlatitude cyclone genesis over land (e.g. in the lee of the Rockies) may not be adequately 
represented with a closed sea level contour.  Another weakness of MSLP detection methods 
occurs during the beginning stages of cyclogenesis or when a cyclone is in the diminutive wave 
phase (Dacre and Gray 2009; Hewson 2009).  The lack of a vertical phase locking with upper-
level baroclinic features results in shallow, diabatically enhanced small-scale waves which may 
lack a closed sea level pressure minimum.       
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For example, over the globe during the MERRA period [1979-2009], millions of 
individual cyclone point locations are coalesced into approximately 300,000 individual storm 
tracks with a minimum duration of 24-hours (5 consecutive time periods).  Many detected 
cyclones are short-lived, stationary, and relatively weak and are consequently filtered out from 
the final population.  As expected, many diurnal pressure fluctuations over the Earth’s deserts 
and tropical oceans show up as pressure minima against the background daily sea-level pressure.  
Cyclone phase diagnostics are applied to the remaining tracks resulting in a robust cyclone phase 
trajectory/structure database for easy temporal, spatial, structural, and phase change filtering.  
The same procedure is applied to the JRA-25 and ERA-interim to generate a total of three 
separate storm track databases each with hundreds of thousands of individual cyclone 
trajectories.      

 
3.2.8 Cyclone phase space diagnostics 

 
The cyclone phase space (CPS) has proven to be a valuable tool for real-time operational 

diagnosis of tropical cyclone thermal structure (e.g. National Hurricane Center advisories), the 
timing of extratropical transition (Hart and Evans 2003), and tropical transition/hybrid cyclone 
development.  Pertinent to this study, the life cycle evolution of extratropical cyclones from 
baroclinic, cold-core frontal waves to mature warm-core seclusions is clearly depicted in the 
CPS trajectories in the reanalysis and operational datasets.  The three parameters used to 
describe the general structure of cyclones are the lower-tropospheric thermal asymmetry (B) [Eq. 
3.1], the lower-tropospheric thermal wind (-VT

L) [Eq. 3.2], and the upper-tropospheric thermal 
wind (-VT

U) [Eq. 3.3].  These parameters are chosen solely from the three-dimensional height 
field and have strong physical foundation within current cyclone development theories (Hart 
2003).   Complementary CPS trajectories through two tropospheric layers of equal mass (900 – 
600 hPa and 600 – 300 hPa) effectively allow for the objective definition of extratropical 
cyclone lifecycles.  The parameter B is a measure of thickness asymmetry (right minus left in the 
Northern Hemisphere) across a cyclone within a 500 km radius perpendicular to the storm 
motion vector.  Thus, B is an indication of the frontal nature of the cyclone and is related to the 
gradient of the mean-layer temperature.  Intense extratropical cyclones prior to and during rapid 
deepening typically have large positive values of B of 50 – 100 (or more) representative of a 
direct circulation during cyclogenesis and become more symmetric (B approaches zero or less) 
during the warm seclusion process (indirect circulation).      
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To distinguish between cold-core and warm-core structure of a midlatitude storm, the 

vertical thermal wind structure is determined by calculating the magnitude of the cyclone 
isobaric height gradient (Zmax – Zmin within a 500-km radius around the cyclone center).  This 
height gradient is directly proportional to the geostrophic wind magnitude and increases (cold 
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core) or decreases (warm core) with height allowing for diagnosis of cyclone evolution.  Positive 
(negative) values of –VT

L (-VT
U) imply a larger (smaller) perturbation at 900 hPa (600 hPa) 

compared with 600 hPa (300 hPa) and is indicative of a warm- (cold-) core cyclone.  From the 
hypsometric relationship, the thermal structure and profile of height perturbation immediately 
follows from Equations (3.2) and (3.3) (Hirschberg and Fritsch 1993).  Hart (2003) contains 
considerable information about the CPS including methodology and technique calculation, case-
study examples, and climatology for a variety of tropical, extratropical, and hybrid cyclones. 

As an example, Hart (2003) discusses the CPS of the infamous Ocean Ranger warm-
seclusion of 12-17 February 1982 studied by Kuo et al. (1992).  Figure 8 from Hart (2003) is 
reproduced (Figure 3.2 a-b) using the new MERRA reanalysis dataset and clearly shows the 
development of a powerful warm-seclusion with a strong thermal-warm-core in the lower-levels 
of the troposphere.  This does not extend into the upper-troposphere since the lowered 
tropopause certainly causes a temperature inversion with height, sometimes just above 500 hPa, 
which is a major difference with tropical cyclones that have strong vertical warm-cores to the 
tropopause-level.  For information's sake, the storm reached a minimum pressure of 950 hPa at 
06Z 15 February 1982 in the North Atlantic with a maximum normalized deepening rate of 2.14 
Bergerons.  Other CPS figures (Figure 3.2 c-k) are produced for 5 other cyclones including 
extratropically transition Typhoon Forrest (1989) and Tropical Cyclone Ken (2009) and three 
extratropical developments in 1981, 1998, and 2008, respectively.  The warm seclusion lifecycle 
is highlighted in all the examples with the main difference being the origination of the incipient 
vortex i.e. tropical or non-tropical.       
 

3.3 Overall Global Climatology 
 

The overall global storm track climatology in each recent reanalysis product is 
qualitatively similar for large-scale atmospheric phenomena.  It is recognized that there are 
significant differences or biases in cyclone depictions in comparisons of reanalysis products due 
to the data assimilation and numerical weather prediction procedures applied to historical 
observations both in situ and satellite based.  As of May 2010, the JRA-25, MERRA, and ERA-
Interim reanalysis datasets are available from either 1979 or 1989 to present.  For the following 
climatology results, the MERRA is used throughout due to its completeness, variables output, 
and the spatial and temporal sampling of the output grids.  The ERA-Interim based upon a recent 
cycle of the Integrated Forecast System (IFS) at ECMWF contains vertical pressure velocity data 
which will be used later.  However, the ERA-Interim contains one less decade of output than 
MERRA (and JRA-25) beginning in 1989.         

As an introduction to the MERRA results, swath maps are constructed that assess 
extremes in variables at each grid point during the entire MERRA period, Jan 1979 – Dec 2009.  
The minimum SLP reached at each grid point is plotted in Figure 3.3 with a range from 904 hPa 
to 1011 hPa globally.  The extratropical storm tracks naturally show up with some indication of 
tropical cyclone tracks in the subtropics.  This map is not necessarily reflective of the variability 
at each grid point, just the extremes.  Hence, one event with significant spatial scale but only 
limited temporal scale will dominate the signal. 

Two MERRA 900-hPa maximum wind swath maps for two different time periods show 
the prevalence of warm seclusion cyclones in the midlatitude oceans.  The first (Figure 3.4) 
concisely displays the past 31-years of near-surface extratropical cyclone winds over the global 
oceans.  There are literally thousands of very high wind chevron-shaped maxima especially in 
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the midlatitude storm tracks of each hemisphere.  Winds commonly exceed 100 knots with a 
maximum of 140 knots which represents stronger than a Category 5 hurricane on the Saffir-
Simpson scale.  A Northern Hemisphere cold-season is chosen to highlight the synoptic activity 
during October 1989 – March 1990 (Figure 3.5).  This contains the extratropical transition of 
Forrest mentioned in Section 2.4 as well as numerous tropical cyclone recurvatures in the 
Southern Indian and South Pacific Oceans.  At upper-levels or the jet level of 250-hPa, 
individual jet streaks and maxima are discernible as long threads of 180+ knots bands with a 
clear preponderance in the Northwest Pacific storm track region (Figure 3.6).  The jet streams 
are typically weaker in magnitude in the Southern Hemisphere.  These swath maps are useful for 
operational NWP forecast analysis and can be used with other variables including precipitable 
water, temperature, and vorticity. 

Results from the MERRA cyclone track database for period Jan 1979 – Dec 2009 
described earlier are presented in the following section as spatial density plots, storm trajectories, 
CPS diagrams, and other maps.  Density plots are used to easily compare between basins around 
the globe and provide relative estimates of activity on spatial scales.  In Figure 3.7a, all 
extratropical cyclones that undergo deepening of approximately 10 hPa per 24 hours (NDR>0.4 
at 45°N) and attain a minimum sea-level pressure (MSLP) below 1015 hPa are binned in 
2.5°x2.5° bins according to the location of the analyzed storm position.  This cyclone population 
will be furthered referred as the “all cyclones” group.  The major Northern and Southern 
Hemisphere storm tracks are clearly apparent as well as lee-side cyclogenesis and development 
over the Himalayas, Rockies, and Andes mountain ranges.  The circumpolar trough along the 
Antarctic ice edge and the storm-track regions of the North Pacific and Northwest Atlantic 
represent the well-studied climatological active centers (e.g. Hoskins and Hodges 2002) where 
cyclones reach maturity. 

A subset of extratropical cyclones that undergo explosive deepening or drop 1 Bergeron 
(pressure drop of 24 hPa in 24 hrs relative to 45° latitude:  NDR>1) leaves approximately 4117 
cyclone tracks during the 31 year period examined in the MERRA dataset is shown in Figure 
3.7b.  The North Pacific storm tracks followed by the North Atlantic are the two most densely 
packed explosive cyclone track corridors.  The Southern Hemisphere (SH) tracks are more 
densely packed off the coast of South America downstream of the Andes, and along the 
Antarctic coastline abutting the southern Indian Ocean but are diffuse otherwise due to the lack 
of orography in the midlatitude Southern Hemisphere.     

From the cyclone phase space diagnostics for the entirety of the cyclone lifecycles 
described in Figure 3.7a, a CPS trajectory density plot is assembled for both the frontal (Figure 
3.8a) and thermal parameters (Figure 3.8b).  Similar to Figure 9 of Hart (2003), and 
acknowledging that the typical baroclinic cyclone begins as a cold-core entity and develops 
weak low-level warm thermal structure at maturity, the preponderance of the CPS trajectory 
locations are in a decidedly cold-core and frontal existence.  It is not surprising that the typical 
warm seclusion trajectory can be drawn along the axis of maximum density of the 
aforementioned plots.   

From the CPS trajectories, MERRA cyclone characteristics are filtered according to the 
thermal structure both at lower and upper levels.  Figure 3.9a shows warm-core cyclone track 
locations (–VT

L & -VT
U > 0) on a spatial density map similar to Figure 3.7 and for all cyclones as 

defined previously.  With the representation of tropical cyclones in MERRA, the western North 
Pacific typhoon tracks cluster as they enter close to the in situ radiosonde network for better 
analysis especially south of Japan.  Note the Eastern North Pacific tropical cyclone structure in 
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the MERRA must be insufficient to meet the thresholds delineated in the all cyclone category, 
most specifically the central pressure decrease requirement at such low latitudes.  Relaxing the 
NDR or minimum MSLP threshold would likely ameliorate this situation.  The North Atlantic 
hurricane tracks show up well especially with the eastern United States coast recurving systems.  
The Southern Hemisphere tropical cyclone basins of the Southern Indian Ocean near 
Madagascar, the west coast of Australia, and in the South Pacific and Coral Sea are clearly 
discernible.  Extratropical cyclone activity is dominated by warm seclusion mature cyclones in 
the dominate cyclolysis areas of the North Pacific especially the Gulf of Alaska, and in the North 
Atlantic near the tip of Greenland and Iceland.  This extratropical cyclolysis highlights the well-
studied and observed Aleutian and Icelandic lows which statistically are referred to as the large-
scale climate modes such as the Pacific-North American pattern and North Atlantic Oscillation 
(NAO), respectively.  The Tibetan Plateau heat lows show up as a warm core system primarily 
because of its elevation and the fact that MERRA does not interpolate pressure levels below the 
ground.  The Southern Hemisphere extratropical cyclones spiral poleward and mature and decay 
near the Antarctic sea-ice edge.    

 From the same “all cyclones” population, moderate or strong cold-core cyclones are 
defined as having both –VT

L and -VT
U < -200 indicative of a baroclinic environment with strong 

vertical shear are plotted in a spatial density map (Figure 3.9b).  The Northern Hemisphere storm 
tracks at the jet entrance regions over the warm western oceanic boundary currents extend 
approximately 60-80° of longitude eastward as cold-core.  As an individual cyclone deepens or 
intensifies, it generally trends towards weaker cold core or warm-core structure at lower levels 
first.  In comparison, due to the weaker baroclinicity in the SH, the circumpolar storm track sees 
a relatively weaker cold-core structure during the initial stages of cyclogenesis. From the 
explosive cyclone population subset (Figure 3.10a-b), similar warm- and cold-core spatial 
density maps show that these particular cyclones are part of the overall global cyclone 
population.  The explosive extratropical cyclones almost always take advantage of the warm 
western boundary currents and favorable jet dynamics.  Together, the spatial density maps of all 
cyclones and the bomb subset demonstrate that warm-core non-tropical cyclone typically do not 
inhabit the subtropical latitudes and are dominated by the warm seclusion or mature stage of the 
respective cyclone lifecycle. 

  
3.3.1 Individual storm tracks, time series, and histograms 

 
Individual storms tracks are plotted for both hemispheres under a variety of intensity and 

deepening constraints for the entire MERRA period of 1979-2009.  The tracks are colored coded 
according to the central MSLP.  The following filters are used in the figures:  normalized 
deepening rates of 0.75, 1.33, and 1.50, respectively, and MSLP of sub 940 hPa, 930 hPa, and 
920 hPa with the only requirement that the cyclone is undergoing growth or has a positive 
deepening rate.  The polar stereographic views of each hemisphere show the cyclone tracks that 
undergo normalized deepening of NDR > 0.75 (Figure 3.11 a-b) and NDR > 1.33 (Figure 3.11 c-
d).  The total global total of NDR > 0.75 cyclones is nearly 10,000, which represents 
approximately 40% of the global total as compared to the all cyclone group discussed 
previously.  However, the restriction of NDR > 1.33 thins the cyclone population to a NH (SH) 
total of 767 (513).  The comparison between the two hemispheres is somewhat complicated by 
the environmental background pressure differences, which is not accounted for in this analysis.  
A global view of cyclones that exceed NDR > 1.5 is plotted in cyclone tracks in Figure 3.12.  
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The global total is only 652 with the vast majority in the NH clustered in the North Pacific and 
North Atlantic storm tracks regions with genesis over the western portion of the basins. 

 When only central pressure is considered as the filtering constraint, the clear majority of 
extratropical cyclones are found in the SH.  Figure 3.13 a-c show cyclones that reach a minimum 
central pressure of at least 940 hPa, 930, hPa, and 920 hPa respectively.  As an example that is 
perhaps trivial, in the MERRA, 57 cyclones reached a minimum pressure of under 920 hPa 
including Typhoon Forrest (1989) in its extratropical stage. 

For completeness of this individual storm track climatology, time series of explosive 
cyclone (NDR > 1.0) counts are constructed for 1979-2009 for the Northern Hemisphere 
individual basins, each hemisphere, and the globe as a whole using running sum plots (Figure 
3.14).  All months are included in the frequency plots not just the cold seasons to account for the 
several anomalous late spring and early summer explosive cyclones.  A storm is determined to 
be in the North Pacific basin if the minimum SLP is reached between 105°-255°E.  The North 
Atlantic demarcation is east of 255° and west of 40°E leaving the Eurasian continent separate but 
few explosive cyclones occur over land.  Of the 1960 total NH cyclones in this subset, 1129 
(831) are counted in the North Pacific (Atlantic), respectively.  Except for 1992 and 1993, the 
North Pacific 12-month running sums or bomb frequency has exceeded the North Atlantic for 
the past three decades (Figure 3.14a) sometimes by as many as 20 storms.  Indeed the 12-month 
frequency mean for the Pacific (Atlantic) is 36 (27) bombs, respectively, with a standard 
deviation of 7 (5).  The overall Northern Hemisphere yearly mean frequency is 63 with a 
standard deviation of 8.  When comparing the two hemispheres (Figure 3.14b), both time series 
show considerable interannual variability with prominent swings likely on time scales described 
as decadal.  The SH (Figure 3.14b green line) has seen a minimum (maximum) of 47 (97) storms 
during separate 12-month periods with a mean (standard deviation) of 69 (10) storms, 
respectively.  The NH (Figure 3.14b blue line) has seen a minimum (maximum) of 45 (85) 
storms with a mean (standard deviation) of 63 (8) storms, respectively.  The global frequency 
(Figure 3.14c) time series also shows climate variability on a variety of time scales, however, 
that is left as future research to see what is new with these results.  In summary, global 12-month 
bomb frequency mean (standard deviation) is 132 (11) storms with a minimum (maximum) of 
105 (157) cyclones.  None of the time series examined had significant trends.              

Histograms of minimum SLP for the explosive cyclone population are presented for each 
basin along with a longitude frequency map of the location of minimum SLP (Figure 3.15).  The 
NH median minimum SLP is 962 hPa with the 1st and 3rd quartiles at 954 hPa and 970 hPa, 
respectively (Figure 3.15a).  In comparison, the SH explosive cyclones are deeper with a median, 
1st and 3rd quartile of 949 hPa, 939 hPa, and 960 hPa (Figure 3.15c).  As mentioned, the 
minimum central pressures of NH explosive cyclones occur over the marine longitudes with few 
continental examples (Figure 3.15b).  The SH sees a balanced longitudinal distribution of 
explosive cyclones (Figure 3.15d), which is indicative of the importance of downstream 
development (Orlanski and Sheldon 1995, Hoskins and Hodges 2005).     

From the results initially presented in Roebber (1986) on the probability density function 
(PDF) of explosive cyclone deepening rates, a considerably long tail in each basin was suggested 
to be characteristic of a special regime or favorable environment for the most explosive 
deepeners.  This analysis is conducted for the entire cyclone population exceeding a NDR of 
0.25 (17058 cyclones) in the Northern Hemisphere only, and then a subset of only those 
cyclones that exceed a NDR of 1.0.  Figure 3.16a shows that an explosive cyclone is an extreme 
event comprising approximately 10% of the overall cyclone activity.  When only considering the 
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explosive cyclones PDF (Figure 3.16b), a similar long tail extends into the extremely explosive 
cyclones exceeding NDR of 2.0, comprising less than 3% of explosive cyclones.    

     
3.4 Southern Hemisphere Climatology Aspects 

 
Cyclones transport heat and moisture latitudinally and drive the Southern Ocean.  

Hoskins and Hodges (2005) refer to the spiral storm track regime of the Southern Hemisphere as 
a set of “overlapping plates” in which the cyclones in each plate feed the genesis in the next 
through downstream development (Simmons and Hoskins 1979).   The lack of orography in the 
Southern Hemisphere allows for the Southern Ocean to extend in a circumpolar fashion with the 
Antarctic Circumpolar Current (ACC) physically exchanging water between the three basins 
(Atlantic, Indian, and Pacific).  The elevated ice sheet of the Antarctic continent greatly 
influences the climate of the Southern Ocean region.  Cold air drains from the ice sheet setting 
up a thermally-direct secondary circulation in the middle and upper atmosphere.  Thus, there is 
large scale subsidence over the ice sheet as downslope or katabatic winds nearly continuously 
remove radiatively-cooled air.  The continental circulation is a leaky baroclinic system.  Also, 
large scale synoptic forcing is responsible for the surges in katabatic drainage as cyclones impart 
their large-scale circulations on the continental (sea-ice) margins (Bromwich and Parish 1998).  
This cold air surges equatorward into the middle latitudes of the Southern Hemisphere, and can 
easily be seen in moisture content and flux maps. 

The upper troposphere of the SH is dominated by stationary eddies Rossby waves.  Inatsu 
and Hoskins (2004) describe asymmetries in convective heating and the related vertical 
circulations as the primary controls of the major minima and maxima in eddy kinetic energy in 
the upper-troposphere (divergent flow due to convection can act as a source of Rossby waves 
that propagate in the tropics) .   In other words, the asymmetry of the mean flow and storm tracks 
in the upper-troposphere are dominated by a stationary Rossby wave forced by asymmetries in 
convective heating in the northern Tropics.  It was also shown using idealized global circulation 
models that the zonal asymmetry of sea-surface temperature (SST) is crucial for the low-level 
winter storm track structure (Inatsu and Hoskins 2004) in the Atlantic and Indian Ocean lower-
level storm tracks with the gradients of SST.   

During the SH summer, the storm tracks are strong, circular and confined to the higher 
latitudes.  The winter storm tracks are more asymmetric with spirals from the Atlantic and Indian 
Oceans towards Antarctica with a split-subtropical jet related maxima in lower-latitudes over the 
Pacific, also spirally poleward (Hoskins and Hodges 2005).  The Atlantic and Indian Ocean 
tracks are the strongest year round.  A strong subtropical jet during the winter in the Australian 
region acts as a waveguide and inhibits the poleward propagation of wave activity into the high-
latitudes of the Pacific.   

The global upper atmosphere is depicted by fields on a constant potential vorticity 
surface (2 PVU) which is defined as the dynamic tropopause (Hoskins and Berrisford 1988) 
using monthly mean data from the ERA-Interim during the 1989-2009 period (Figure 3.17).  
From diagnostics of the meridional gradient of pole-to-equator potential temperature on the 
dynamic tropopause (Figure 3.17c-d), the global summer and winter storm track regimes are 
easily discerned and compared between the two hemispheres.  Focusing on the SH winter or JJA 
(Figure 3.17b) the strongest 2-PVU potential temperature gradients are near 30°S while much 
further poleward at 45°S during the summer (DJF; Figure 3.17a).  The subtropical jet is greatly 
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enhanced in the Indian Ocean extending into the Pacific with weaker upper-level winds in the 
Atlantic.   

As shown in the climatological density maps, the winter storm tracks in the SH are 
zonally asymmetric and spiral poleward.  Cyclogenesis and growth in the low-latitudes leads to 
decay and cyclolysis at high latitudes near the Antarctic ice-edge and continent.  Favorable 
downstream development regions are found east of Australia and New Zealand posited to be to 
sensitivity to the South African topography (Inatsu and Hoskins 2004).  The two genesis regions 
of South America and the Antarctic Peninsula feed the Atlantic storm tracks (Figure 3.18a) with 
the cyclogenesis maxima off of South Africa feeding the Indian Ocean (Figure 3.18b), which 
spirals into Antarctica.  The downstream development off the eastern coast of Australia feed the 
Pacific storm tracks (Figure 3.18 c-d).  Most often, storm systems that are generated near 
Antarctica do not translate equatorward out of the circumpolar trough and tend to remain near 
the continent (Hoskins and Hodges 2005). 

Questions still surround the actual strength of the SH storm tracks especially when 
considering the quality of first and second generation reanalysis datasets (i.e. NCEP and ERA-40 
reanalyses) is considered when calculating metrics related to upper-tropospheric transient waves 
(Guo et al. 2009).  The sparseness of in-situ observations over the SH is well-known and forces 
data assimilation procedures associated with the reanalysis modeling to weight satellite 
observations much more heavily.  Discrepancies in SH storm track strength may actually have 
increased in recent reanalysis efforts due to changes in data assimilation procedures (Guo and 
Chang 2008).  Using COSMIC GPS radio occultation datasets from which geopotential height 
can be directly retrieved as a function of pressure, Guo et al. (2009) found that the SH storm 
tracks in the NCEP-NCAR reanalysis  were significantly biased low by at 25% at 300 hPa.  On 
the other hand, they found that the ERA-40 and ERA-Interim storm tracks were much closer to 
that inferred by the GPS data.   

Pacific Ocean climate variability significantly affects SH cyclone and anticyclone 
behavior especially the impacts of El Nino /Southern Oscillation (ENSO), Pacific Decadal 
Oscillation (PDO; Mantua et al. 1997), and the interdecadal Pacific Oscillation (IPO; e.g. Power 
et al. 1999; Power and Colman 2006; Power et al. 2006).  Pezza et al. (2007) further investigated 
the links between ENSO and PDO/IPO and found statistically significant and robust cyclone and 
anticyclone) changes associated with different combinations of modes.  While physical causality 
was not described in the paper, Pezza et al. (2007) point out an important aspect of ENSO in that 
random changes associated with sea-surface temperature patterns in the tropical Pacific may 
have different impacts upon teleconnection signals in the extratropics (Kiladis and Diaz 1989).  
The independence of ENSO and the PDO is currently a question for debate in the climatology 
circles, yet there is a significant relationship as 50% of El Nino and 56% of La Nina conditions 
are accompanied by the same PDO phase (Pezza et al. 2007).  Only once in the past 50-years, in 
the spring of 1994, did the PDO and ENSO have opposite phases (but the same sign).  Thus, 
extricating the ENSO signal and its random fluctuations from the lower-frequency PDO signal 
may be fraught with difficulty, and should be recognized whenever doing attribution studies 
associated with climate change.  Furthermore, ENSO events of either phase may exhibit 
considerable variability inside their own subgroup, and composites of a handful of cases may not 
be appropriate for broad-brush generalizations of remote impacts (e.g. Turner 2004).   As a side 
note, as discussed by Hurrell et al. (1998), since the average temperature lag or response in the 
SH is greater than the NH, 44 days versus 33 days, it is somewhat more difficult to separate the 
SH calendar year into meteorological seasons.               
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Lim and Simmonds (2002) and Simmonds et al. (2003) compared explosive cyclone 
development in the SH and NH using the NCEP reanalysis data from 1979-1999 using an 
automated storm tracking scheme.  In addition to finding SLP minima, the background or 
climatological pressure was taken into account for the SH storms, which may not necessarily 
reflect an actual intensification.  Their method found an average of 26 explosive cyclones per 
calendar year in the SH with prevalence in the winter months but less seasonality as in the NH.  
Their NH statistic shows approximately 45 explosive cyclones per year in the hemisphere.  It 
was also found that over the past 21 years of the record, the number of these systems has 
increased globally and in both hemispheres, and that the positive trends of global and SH 
systems are statistically significant (Lim and Simmonds 2002).  Their NDR central pressure 
calculations were used with a reference level of 60° and 1 Bergeron is defined as 24 mb/24hr.  It 
is also remarked that the explosive intensification period occurred very early in the lifecycle of 
the cyclone.  

Rudeva and Gulev (2007) reported on the climatology of cyclone size characteristics and 
their changes during the cyclone life cycle also using NCEP-NCAR reanalysis data.  The 
characteristics of cyclone size are important for understanding the mechanisms of cyclone 
development, and for detailed analysis of climate variability.  While the frequency of storms may 
not necessarily change, the lifecycle may (e.g. Bengtsson et al. 2006).   Another study examined 
the vertical organization of winter extratropical cyclones in the ERA40 from 1979-2001 (Lim 
and Simmonds 2007).  The vertical organization or cyclone depth was defined as the mean 
distance between surface cyclones and their companion 500 hPa geopotential mid-level height 
minima.  Based on these mean characteristics of all SH extratropical cyclone vertical structure, 
explosively deepening cyclones were described as vertically very well organized systems. 

While Lim and Simmonds (2007) used ERA40, arguably the best reanalysis at the time 
for the Southern Hemisphere, the newer, next-generation reanalysis systems currently available 
likely will produce different trends in cyclone frequency including explosive cyclones.  
However, the paper does provide a good summary of the hemisphere's baroclinic growth 
characteristics with analyses of the Eady growth rate (Pedlosky 1987; Lindzen 1993).   

A follow up paper by Simmonds and Lim (2009) describes the biases in calculations such 
as the Eady growth rate if time-mean fields are used for the individual components such as 
vertical shear and stability, which has been ubiquitous in the literature.   They show that it is 
more appropriate to average the individual synoptic data which will overwhelmingly be greater 
than using time mean data because of the covariances and nonlinearities almost always being 
positive definite quantities.  This has implications in changes of cyclogenesis under global 
warming scenarios and "reinforces the notion of retaining an events-based perspective on the 
maintenance of climate and its change (Simmonds and Lim 2009).   An immediate implication of 
this study arises in tropical cyclone, seasonal forecasting, and climate change science as monthly 
mean fields of quantities such as vertical shear, maximum potential intensity, and the genesis 
index are all calculated from variables already averaged in a time-mean sense.  Similar averaging 
is done with global warming monthly-mean temperatures rather than using a distribution or 
normalized anomaly approach (see Chapter 2).  Together, it is preferable to retain knowledge of 
the entire spectrum of weather events in a climate diagnostic which will then be used to describe 
changes in that event. 
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Figure 3.1: From Sanders and Gyakum (1980) their Figure 3.  Distribution of bomb extratropical 
cyclones during three winters of the 1970s.  Isopleths are normalized and smoothed with the 
heavy dashed line representing the mean winter position of the Gulf Stream and Kuroshio 
current. 
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Figure 3.2:  Cyclone phase space diagrams, both lower-level frontal and thermal diagrams for the 
following storms:  (a-b) Ocean Ranger storm of 1982 (c-d)  Typhoon Forrest of 1989 (e-f) 
Tropical Cyclone Ken of 2009 (g-h) Extratropical cyclone of Dec 19-Dec 27 1981 (i-j) 
Extratropical cyclone of October 24-30 1998 (k-l) Extratropical cyclone of Feb 8-15 2008. 
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Figure 3.3:  MERRA minimum sea-level pressure (shaded, hPa) swath map at each grid point, 6-
hourly for 1979-2009 with an analyzed range of 904.1 – 1010.9 hPa 
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Figure 3.4:  MERRA maximum 900-hPa wind speed (shaded, knots) at each grid point, 6-hourly 
for 1979-2009 with a maximum of 140 knots. 
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Figure 3.5:  Same as 3.4 except for one Northern Hemisphere cold-season of October 1989 – 
March 1990 
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Figure 3.6:  Same as 3.4 except for 250-hPa level wind speed (shaded, knots) with a maximum 
analyzed speed of 251 knots 
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Figure 3.7:  MERRA cyclone climatology track density plot (2.5°x2.5° bins) of (a) entire 
lifecycle locations of all cyclones undergoing at least 10 hPa of deepening, a minimum of at least 
1015 hPa, one-day of longevity, and a normalized deepening rate of > 0.4 [27724 cyclones and 
445496 track points] and (b) as in (a) except for cyclones that undergo explosive cyclogenesis 
defined as NDR > 1.0 (shading times 3 for display purposes) and (c) as in (b) but for only the 
portion of the lifecycle during which rapid deepening is occurring (also shaded times 3 for 
display purposes) [4140 global cyclone, 1960 Northern Hemisphere] 
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Figure 3.8: MERRA [1979-2009] climatological density maps of cyclone phase space 
parameters for all cyclones as defined in Figure 3.7a.  (a)  Lower-level thermal wind profile [-
VT

L] and frontal asymmetry [B] and (b) Upper- and lower-level thermal wind profiles [-VT
U & -

VT
L].  Similar to Figure 9 of Hart (2003). 
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Figure 3.9: MERRA spatial density plots filtered according to cyclone phase space thermal wind 
profile parameters for “all cyclones” as defined in Figure 3.7a:  (a) Locations of cyclone 
positions defined as warm-core from 900-300 hPa inclusive (-VT

U, -VT
L > 0) and (b) Location of 

cyclone positions defined as strongly cold-core throughout the 900-300 hPa layer inclusive (-
VT

U, -VT
L < -200). 
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Figure 3.10:  Same as Figure 3.9 except for explosive cyclones as defined in Figure 3.7b [4117 
cyclones] 
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Figure 3.11:  Polar stereographic views of extratropical cyclone individual tracks for all cyclones 
with a NDR > 0.75 color coded according to MSLP for the (a) Northern Hemisphere [n=4105] 
and (b) Southern Hemisphere [n=5466] and all cyclones with a NDR > 1.33 for the (c) NH 
[n=767] and (d) SH [n=513]. 
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Figure 3.12:  Global extratropical cyclone individual tracks color coded according to MSLP 
(hPa) for storms exceeding NDR > 1.5 [n=652] 
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Figure 3.13:  Global extratropical cyclone individual tracks color coded according to MSLP 
(hPa) for storms below at least (a) 940 hPa [n=1418, NH total n=110], (b) 930 hPa [n=401, NH 
total n=25], and (c) 920 hPa [n=57] 
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Figure 3.14:  MERRA explosive extratropical cyclone frequency time series, 12-month running 
sums for 1979-2009: (a) Northern Hemisphere basins, blue (green) markers represent North 
Pacific (Atlantic) (b) Global for each hemisphere, blue (green) NH (SH), and (c) overall global 
frequency 
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Figure 3.15:  MERRA histograms of explosive cyclone frequency and cumulative percentage 
as a function of MSLP and frequency of longitude where the minimum MSLP occurs for each 
cyclone for the (a,b) Northern Hemisphere and (c,d) Southern Hemisphere 
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Figure 3.16:  MERRA Probability density function of deepening rates for Northern Hemisphere 
cyclones following the work of Roebber (1986) for (a) All cyclones exceeding a NDR > 0.25 
and (b) explosive cyclones NDR > 1.0 from 1979-2009 
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Figure 3.17:  Lower level cyclone phase space thermal parameter (–VT
L ) as a function of sea-

level pressure for all cyclones in the Northern Hemisphere that exceed normalized deepening 
rates of 0.25 for (a) and (b) and only those that exceed NDR > 1.0 for (c) and (d).  The line plots 
show the SLP at which a median track point is warm core or –VT

L > 0 (blue line) and the median 
–VT

L value for each SLP increment of 2 hPa (red line).  These are also shown spatially in the 
density plots (b) and (d).    
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Figure 3.18:  ERA-Interim monthly mean-derived dynamic tropopause maps (2 PVU surface) 
of potential temperature (shaded, K) and zonal wind averaged (contours ms-1) for (a) DJF 1989-
2009 and (b) JJA 1989-2009 MERRA and the corresponding potential temperature gradients (K 
per degree of latitude) for (c) DJF and (d) JJA 
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Figure 3.19: MERRA SH / SO individual cyclone tracks color coded according to MSLP for all 
cyclones that exceed NDR > 0.75 for the (a) S ATL, (b) SIO, (c) SP and Coral Sea cyclogenesis, 
and (d) SW Pac basin 
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CHAPTER FOUR 

CLIMATOLOGY OF WARM SECLUSION EXTRATROPI CAL 

CYCLONES 

 

4.1 Local Eddy Kinetic Energy Approach 
 

4.1.1 Motivation  
 
Harr and Dea (2009) employed local eddy kinetic energy (EKE) diagnostics to 

investigate the outcomes of various extratropical transition (ET) events in the Western North 
Pacific (WPAC) basin with focus on downstream baroclinic developments.  During typhoon 
(TC) recurvature and/or ET, high-amplitude Rossby-wave response may extend to near-
hemispheric scales and influence the midlatitude circulation for many days.  These large-scale 
circulation regimes have been identified to exhibit decreased forecast skill downstream of the TC 
transition event (Anwender et al. 2008).   

Additionally, since the WPAC (and North Atlantic less so) sees frequent tropical cyclone 
activity at the same time as intense baroclinic extratropical activity which may be of tropical or 
nontropical origin, it is instructive to examine situations when TCs impact the downstream 
midlatitude circulation mainly in late summer and early fall.  There are exceptionally active TC 
periods with multiple or consecutive typhoons especially during El Nino falls such as 1997.  
Conversely, the following La Nina year of 1998 saw very little WPAC typhoon activity.  Thus, 
the direct and indirect impacts of TCs on the midlatitude circulation at coincident and future 
times is an important problem for forecasting. 

This situation may involve the westward propagation of a major typhoon at tropical 
latitudes (equatorward of 20º N) and the subsequent or coincident warm seclusion baroclinic 
development with origination further north in the midlatitudes.  A few example cases (Figures 
4.1-4.3) include Typhoons Babs (1998), Kirogi (2005), Wipha (2007), and the trio of Luke, 
Mireille, and Nat from September 1991.  There are also many notable WPAC typhoons that 
explosively reintensified into warm seclusions after ET including Koppu (2003), Elsie (1981), 
and Forrest (1989).    

Here, a local EKE diagnostic focus is applied to select typhoons that undergo ET and 
reintensify into intense warm seclusions including Typhoons Forrest (1989), Elsie (1981), Bavi 
(2008), and Lupit (2009).  In the continuum of possible ET outcomes, regardless if the cyclone 
reintensifies after transition, the export of momentum, moisture, and heat poleward influences 
the midlatitude waveguide immediately downstream which may have additional remote 
responses well away from the transforming storm.  As a recent numerical weather prediction 
example, the case study of Typhoon Lupit from October 2009 is highlighted as a particularly 
difficult system for operational forecasting models.   
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4.1.2 Background and approach 
 
The processes by which cyclones and trough-ridge patterns develop, intensity, and decay 

have been diagnosed through local eddy kinetic energy [EKE] budget methods.  The dependence 
of upstream troughs and ridges for the dynamic development of some systems especially in the 
extratropics has been described as downstream development (Orlanski and Kafskey 1991 
[OK91]; Orlanski and Sheldon 1995 [OS95]).  OK91 initially surveyed a Southern Hemisphere 
wavetrain associated with a surface cyclone near Antarctica and observed a sequence of 
downstream trough and ridge growth and decay.  It was found that baroclinic conversion of eddy 
available potential energy into EKE was the largest source and occurred with strong ascent in the 
warm sector of the cyclone.  Conversely the largest sink of EKE involved the ageostrophic 
geopotential flux divergence from one system often becoming a source or trigger for the adjacent 
developing energy centre.  The lack of topography and land-sea surface temperature contrasts 
suggested to OK91 than downstream development was a ubiquitous process by which baroclinic 
eddies evolve and transfer their energy. 

In a following study, OK95 posited a three-stage process describing downstream 
baroclinic development and the role of energy propagation between adjacent troughs and ridges 
(Figure 4.4) associated with midlatitude synoptic-scale disturbances.  Briefly, EKE west of a 
ridge axis disperses or radiates downstream initiating the growth of a new energy center to the 
immediate west of an incipient trough.  The initial EKE source matures during the intensification 
of the trough and then later due to baroclinic conversion mainly through descent in the cold air in 
the wake of the downstream cyclone.  This upstream center then becomes a source of EKE for 
the adjacent or energy center east of the trough axis.  This new center is also always forced by 
baroclinic conversion due to ascent in the warm sector, matures, and provides a source of EKE 
for the next center in sequence as the process repeats.  Many observational studies have found 
that the role of downstream development in trough formation and intensification is rather 
variable depending upon the hemisphere, time of year, and coherence of the wave packet (Lee 
and Held 1993; Chang 2000).  A detailed summary of the downstream development process is 
provided by Danielson et al. (2004) corresponding to a composite study of eastern North Pacific 
Ocean extratropical cyclones.  Additional studies utilize the local EKE budget methodology 
including McLay and Martin (2002), Decker and Martin (2005), Harr and Dea (2009), among 
others in order to describe extratropical cyclone development including those involved with 
transitioning tropical cyclones.  Moore et al. (2008) also described Kona low genesis by 
downstream development using a composite analysis technique and EKE and energy flux 
diagnostics.     

To develop the local EKE or Ke analysis, it is necessary to develop time-mean quantities 
of many variables from the reanalysis datasets (Chapter 3) including the ERA-Interim and the 
CFSR.  With reanalysis datasets, it is important to note that the analysis is not necessarily 
energetically consistent considering the impact of analysis increments from the data assimilation 
procedure.  The mean quantities are defined as a 28-day centered averages only on the synoptic 
time to avoid diurnal contamination and capture the prevailing low frequency large-scale 
circulation pattern or flow regime.  Vector (horizontal wind) and scalar quantities are 
decomposed into mean (4.1a) and eddy components (4.1b).  The local EKE is defined in 4.2.      
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From Orlanski and Sheldon (1995) and derived in detail in isobaric coordinates by 

Lackmann et al. (1999) and McLay and Martin (2002), the time tendency of Ke is defined in 
isobaric coordinates as  
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The first term on the right hand side represents the work done by the pressure gradient in cross-
isobaric flow and is a generation of EKE (4.4).  The term is decomposed into a baroclinic 
conversion component and the geopotential flux convergence of EKE.  When vertical integrals 
are applied, the vertical flux convergence term becomes small over large regions (OS95).  The 
horizontal component is the ageostrophic geopotential flux convergence vector (AGF 4.5; 
Orlanski and Sheldon 1993) and is not due to advection but instead the radiation or dispersion of 
energy to another location.  Ageostrophic geopotential fluxes are strongest at upper-levels and 
point downstream because of the supergeostrophic nature of winds thru the ridge and 
subgeostrophic nature in troughs (OS95)  
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4.1.3 Relationship with Occluded Structure 
 
Decker and Martin (2005) applied local energetics diagnostics to the life cycles of two 

consecutive midlatitude cyclones that affected central North America.  For cyclone growth and 
decay, it was found that the dominant terms involved were the baroclinic conversion and 
geopotential flux convergence.  The other terms including barotropic conversion, friction, and 
the residual were not found to be dominant.  DM05 also found that the AGF convergence was a 
major source of EKE during the development stage of the trough and a major sink during the 
decay phase.  Similarly, the baroclinic conversion was a dominant source of EKE during the 
development stage while geopotential height fluxes served as major sinks.   

From OK91, in an examination of the SH wave train and the occluded structure of the 
wave during its mature phase (when the poleward heat flux reached a maximum amplitude), the 
ageostrophic fluxes also become very large and on the downstream side of the EKE center and 
were strongly divergent.  Farther downstream, again the AGF became convergent triggering 
development of a new energy center.  McLay and Martin (2002) in an examination of north 
Pacific cyclolysis or wave decay, found an unusually pronounced decline in baroclinic 
conversion occurring simultaneously with the intense radiative dispersion downstream.  Thus, 
the rapid decay of the surface cyclone was triggered energetically from the upper troposphere.  
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Thorncroft et al. (1993) demonstrated the effect of added barotropic meridional cyclonic or 
anticyclonic shear on area-averaged EKE evolution of baroclinic waves in 3D primitive equation 
spectral model on a sphere.  The LC2 or cyclonic shear case saw larger and more persistent EKE 
values than the LC1 (anticyclonic), though defined as no-shear case in Shapiro et al. (1999).       

The role of radiative dispersion as a principal sink of EKE implies that a substantial 
fraction of EKE originally associated with the primary cyclone remains in the flow.  Highly 
uniform and far-reaching downstream AGF implies that the EKE dispersed from the decaying 
cyclone may be important for subsequent development in distant regions.  The decline in 
baroclinic conversion is exceptionally abrupt and the extent of the curtailment in baroclinic 
conversion especially efficient in reducing the magnitude of the EKE on the cyclone’s 
downstream flank.   

 
4.1.4 EKE Hovmueller diagrams 

 
From the introduction and discussion of downstream development and usage of EKE 

diagnostics, the progression of dynamical features in the midlatitudes is effectively displayed 
with Hovmueller diagrams of vertically averaged Ke latitudinally averaged between 40°-50° N 
(Figures 4.5-4.7).  Using ERA-Interim reanalysis products [available prior to release of NCEP 
CFSR in May 2010], two late summer/early fall or tropical cyclone active seasons are selected 
from 2004 and 2008 each from September 1 – November 30.  The summer and fall of 2004 were 
particularly active in the WPAC in terms of typhoon frequency with many recurving and 
extratropically transitioning storms.  There are several sequences of obvious downstream 
development or Ke couplets including the week after September 16, 2004.  Other examples are of 
course prevalent and further research could develop a climatology of Ke responses to TC activity 
or

Without recurving TCs, it is more likely that the midlatitude circulation would not 
experience the anomalous degree of baroclinic activity especially during the late summer and 
early fall when the upper-level jet is weaker and further north than during winter (Harr and Dea 
2009).   This mechanism of poleward momentum and moisture export out of the tropics may 
provide a connection between the Pacific basin and the North Atlantic modulated by the 
dominant low-frequency climate.  For reference and comparison, a winter season is chosen from 
2008 to highlight the frequent baroclinic development in both the North Pacific and Atlantic 
(Figure 4.7).  There are also clear periods of activity and inactivity that would be nicely 
discerned from future climatological examination. 

 the lack of it over the North Pacific.  

 
4.1.5 Energy flux vectors of warm seclusion 

 
At maturity, warm seclusions are vigorous kinematic features with extreme winds 

throughout the troposphere configured around various frontal and jet structures.  From §4.2.2, 
these centers of Ke serve as sinks and therefore sources of Ke for downstream cyclones which 
will continue the process (Orlanski and Sheldon 1995).  Energy flux vectors and vertically 
averaged Ke are shown for three warm seclusions of October 1998, February 2008, and October 
1989 in Figure 4.8 using NCEP CFSR data.  A large scale view of a very strong equatorward 
wave-breaking episode from December 1997 is shown in the following Figure 4.9.  From the 
cases chosen, there is considerable variability in the magnitude of the vertically averaged Ke as 
well as the configuration of the upper-level wave guide.  Regardless, the poleward and northeast 
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flank of the warm seclusion has the strongest Ke due to the intense meridional anomalies of 
momentum.  The larger-scale view of the cut-off low from December 1997 is indicative of the 
dramatic equatorward energy flux and equally impressive poleward flux over the northeast 
Pacific.  The baroclinic term –�&�3�� ���)�L�J�X�Ue 4.10) shows vigorous contribution to the Ke due to 
ascent in the warm sector of warm, moist air leading to consequent convection and latent heat 
release.  Future research will build upon the baroclinic conversion term (4.4) as well as the 
ageostrophic geopotential flux convergence (4.5) associated with the warm seclusion lifecycle.          

 
4.2 Typhoon Lupit (2009) Case Study 

  
Lupit formed from an area of disorganized deep convection east of Guam on October 14, 

2009 and slowly translated westward as it intensified, and briefly threatened the Philippines 
before recurving to the northeast toward the Kamchatka Peninsula.  While no fatalities or 
damage was reported, Lupit is interesting due to the considerable NWP operational deterministic 
forecast difficulties prior to the recurvature and extratropical transition (ET).  JTWC operational 
advisory positions issued on 21/18z (Figure 4.11a) for the following 120-hours indicated a slow, 
southwestward drift into Luzon for Lupit.  A similar forecast scenario on 22/18z (Figure 4.11b) 
hinted at recurvature late in the 120-hour warning position.  The forecast position 5-days later 
was still south of 20° N while the actual or verifying position was 45° N.  As NWP guidance 
increased confidence in the recurvature and ET prognosis, the forecast markedly improved to 
closely match the actual track as shown at 24/18z (Figure 4.11c).  

IR satellite imagery (Figure 4.12) highlights the impressive ET of Lupit and its deep 
convective cloud head spread over Japan.  A very thin trailing cold front followed which is 
characteristic of a powerful LC2-type baroclinic development.  As Lupit accelerated poleward of 
45° N, a deep anticyclonic wave-breaking episode occurred immediately downstream.  On 
October 27, at the tail end of ex-Lupit’s weak trailing front, Typhoon Mirinae was slowly 
gaining strength on its westerly track.         

 
4.2.1 ECMWF and NCEP GFS forecast uncertainty 

 
As discussed, forecasting TC recurvature is often difficult along with predicting the 

impacts upon the midlatitude circulation.  The goal here is to visualized and diagnose the 
forecast uncertainty with a variety of metrics complimentary to the EKE diagnostics.  First, a 
sequence of dynamical tropopause (DT, 2 PVU surface) potential temperature forecast maps 
from the ECMWF deterministic model demonstrates cycle-to-cycle uncertainty in the evolution 
of Lupit (Figure 4.13).  Each forecast verifies at 27/12z (analysis Figure 4.13f) and the DT 
analysis with MSLP contours clearly shows a powerful extratropically transitioned TC at 45° N 
(955 hPa central pressure) and equatorward wavebreaking just east of 180° E.  Companion 850 
hPa wind speed maximum swath maps are generated for 180-hours forecasts (Figure 4.14). 

ECMWF forecasts at 21/12z, 22/12z, and 23/12z do not indicate recurvature of Lupit 
while the cycles at 22/00z, 23/00z (not shown), and 24/12z closely match the analysis at 27/12z 
(verifying time).  In the cases without ET/recurvature, the typhoon remains near 20°-25° N and 
two weak downstream extratropical cyclones are in the midlatitudes.  With the failed forecasts, 
Mirinae was not developed. 

The GFS forecast DT potential temperature maps (Figure 4.15) similarly show 
uncertainty associated with the ET of Lupit.  Interestingly, the incorrect 21/12z and 23/00z GFS 
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forecast scenarios match the synoptic situations in the ECMWF 21/12z and 23/12z cycles.  The 
corresponding NCEP CFSR 850 hPa wind speed swath (Figure 4.16a) and snapshot at 27/12z 
(Figure 4.16b) show maximum winds exceeding 110 knots while in a mature warm seclusion 
state. 

For reference, the cyclone phase space diagrams (Hart 2003) for two differing GFS 
scenarios on 21/12z and 22/12z show the very significant lifecycle evolution disparity (Figure 
4.17 a,b).  The CFSR track of Lupit is show in Figure 4.17c as the analysis positions and thermal 
/ frontal structure.  While the track is closer to reality in the 22/12z cycle, the intensity at 
maturity is 938 hPa, about 15 hPa lower than the analysis at maximum intensity (lowest MSLP).   

 
4.2.2 EKE diagnostics, energy flux 

 
Using conventional diagnostics as shown in §4.3.1 are helpful for case-to-case synoptic-

dynamic understanding of the forecast uncertainty, EKE diagnostics are also useful in showing 
the dominant energy fluxes associated with Lupit.  Energy flux vectors are superposed upon 
vertically averaged Ke for two NCEP GFS deterministic forecasts at 21/12z (Figure 4.18a) and 
22/12z (Figure 4.18b) verifying at 27/12z.  The NCEP CFSR is used for the background 28-day 
mean circulation or background state.  As the overall Ke is significantly reduced in the non-ET 
scenario [21/12z forecast], it is striking the magnitude of the Ke in the ET case and the high 
amplitude of the upper-level waveguide associated with the wavebreaking and downstream ridge 
growth. 

Questions to be addressed include the source of the forecast error in each operational 
deterministic model, the dynamics associated with this particular case of extratropical transition, 
and the downstream midlatitude impacts.  The new CFSR product closely matches the GFS 
deterministic analysis at 27/12z (Figure 4.19) and is a useful tool for analyzing energy flux using 
a frozen model during the past 30-years, which may be helpful in diagnosing particular model 
deficiencies.  Mesoscale model simulations using WRF and the CFSR boundary and initial 
conditions and PV inversion or surgery techniques may elucidate upon the role of Lupit or the 
environment in the recurvature event.  Furthermore, as the case is relatively recent, Navy 
NOGAPS adjoint sensitivity and observational impact studies may yield insightful conclusions.     

 
4.2.3 Large scale environmental thermal structure 

 
From the cyclone phase space climatology in Chapter 3, it was demonstrated that warm 

seclusions are thermally warm core at least at lower-levels and possibly at upper-levels 
depending upon the height of the tropopause.  However, with the prevalence of tropopause folds 
and other cyclone structure, the single vertical profile extending 500-km from the cyclone’s 
MSLP minimum does not directly provide information about the large scale environment within 
which the storm is embedded.  Instead of focusing on the storm center’s profile, thermal profile 
parameters are calculated at each grid point out to a 500-km radius and assembled into maps 
with other atmospheric diagnostics.   

Continuing with the case of the ET of Lupit (October 2009), the upper-level thermal 
phase profiles [-VT

U] are calculated for 21/12z and 27/12z (Figure 4.20) from the CFSR.  250 
hPa wind speed contours are superposed for referencing the upper-level jet.  While TCs are not 
particularly well resolved in reanalysis products (c.f. Chapter 7; Maue and Hart 2007), Lupit’s 
upper-level warm core is strong within the tropical environment south of the confluent upper 
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level jet at 21/12z.  The jet is characterized by winds exceeding 70 ms-1 in the core off of Japan.  
–VT

U values of -400 to -500 are characteristic of very favorable cold-core or baroclinic 
environments. 

After ET at 27/12z, the entire midlatitude circulation has changed from a zonal straight-
oriented jet to a high amplitude pattern with intense equatorward wavebreaking.  Ex-Lupit’s 
warm core aloft is indeed a reflection in the 600-300 hPa calculation of the descending 
tropopause fold.  Surrounded on the flanks, a baroclinic environment associated with the 
poleward extension of the jet envelops the upper-level warm core and the warm sector, which 
has a much higher tropopause.  The –VT

U parameter is intensely cold-core along the downstream 
jet which has intensified to near 100 ms-1 all the way to the Pacific coast of North America.  It is 
clear that the ET of Lupit contributed greatly to the entire eastern North Pacific becoming 
strongly baroclinic at upper-levels.   

This tool is also helpful in diagnosing overall upper-level thermal structure in forecast 
situations.  Going back to the GFS forecasts of Lupit, the environmental thermal structure of the 
non-ET cycle [21/12z] is markedly different than the ET cycle [22/12z] (Figure 4.21).  Indeed 
while both forecasts demonstrate downstream baroclinic structure with a strong jet, the phase or 
amplitude is significantly different.  In the first cycle, the symmetric warm core of Lupit does not 
suggest significant direct interaction with the midlatitude jet.       

From a climatological point of view, two additional cases are shown including Typhoon 
Forrest (October 1989) and a strong February 2008 North Pacific warm seclusion.  
Demonstrating that very rapid thermal structure changes associated with ET and warm seclusion 
development, Forrest dramatically increases the scale and strength of its upper-level warm core 
in a 6-hour span from 29/18z to 30/00z due to extreme tropopause folding which is necessarily 
related to stratospheric dry and stable air (Figure 4.22 a,b).  Even though in late October similar 
to Lupit (2009), the North Pacific midlatitude circulation is not as vigorously cold-core or 
baroclinic due to the lack of a powerful downstream jet.  The North Pacific February 2008 warm 
seclusion at 12/18z (Figure 4.22c) shows an intense example of a zonal jet extending across the 
dateline.  Future research will focus upon the upper-level thermal structure, the relationship with 
the upper-level jet, and tropopause potential vorticity anomalies. 

The environmental thermal profiles can also be calculated in the lower troposphere from 
900-600 hPa representing the –VT

L cyclone phase space parameter (Hart 2003).  A sequence of 
environmental –VT

L for the Feb 2008 storm as introduced previously is included with MSLP 
contours (Figure 4.23).  At 10/00z, a preceding warm seclusion is northeast and downstream of a 
developing baroclinic zone and incipient wave centered at 25° N, 140° E.  Behind the mature 
cyclone, where secondary cyclogenesis is generally favored, the lower troposphere is strongly 
cold-core and baroclinic.  It is in this area that the rapidly intensifying incipient wave moves and 
reaches 974 hPa at 11/12z.  Finally, at maturity (940 hPa), the warm seclusion has a poleward 
flank and central core of strongly warm core thermal structure (12/00z, Figure 4.10c).  A similar 
lower-level baroclinic zone trails the warm seclusion behind its cold front for the next incipient 
wave in the sequence.       

 
4.3 Lorenz (1955) Energy Diagnostics 

 
As described in Norquist et al. (1977), the equations first derived by Lorenz (1955) are 

appropriate for investigating the growth of wave energy with notation provided by Muench 
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(1965).  The following equations (4.6-4.7) describe the time rate of change of eddy kinetic 
energy and eddy potential energy.  Thus, 
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where KE is the eddy kinetic energy, AE the eddy available potential energy, CE the conversion 
of eddy available potential energy to eddy kinetic energy, CK the conversion of zonal available 
potential energy to eddy available potential energy and t is time (see Appendix for detailed 

definitions of each term).   The other terms including , , ,E E E EBK B BA D�I represent boundary fluxes 
of energy and the dissipation by frictional dissipation.  For limited area energetic, must take into 
account the energy transports across lateral boundaries.  The additional terms are boundary 
fluxes of energy and dissipation are not explicitly calculated (see appendix of Wahab et al. 2002 
for detailed derivation of the above boundary and dissipation terms). 

GE represents the generation (or dissipation) of eddy available potential energy by heat 
sources and sinks.  The convention of signs means CE is positive (gain of eddy KE at the expense 
of eddy potential energy) when warm air rises and cold air sinks and CK and CA are positive 
(increases in eddy energy at expense of zonal) when the eddy momentum and heat fluxes are 
down the mean momentum and temperature gradients (Reiter 1969).  The conversion ratio 
GE/CA effectively diagnoses differing dynamics associated with long baroclinic wave and 
diabatic Rossby vortex (DRV) structures (Parker and Thorpe 1995; Moore and Montgomery 
2004) with a ratio << 1 typical for a long baroclinic wave and ratio >> 1 for a DRV.  The 
diabatic heating is calculated using the residual method as follows from Meunch (1965) with the 
convention variable definitions (4.8).  
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4.3.1 Motivation 
 
Recent studies have utilized Lorenz (1955) energetics calculations to conduct limited 

area energetic diagnostics of various cyclone developments.  Moore and Montgomery (MM05, 
2005) [§2.3.3] build upon the approach of Parker and Thorpe (1995) and Moore and 
Montgomery (2004) to investigate diabatic Rossby vortex structure using the energy conversion 
terms of the right hand side of the diagnostic eddy available potential energy (APE) equation 
which expresses the time rate of change of eddy KE and APE.  MM05 in their conclusions 
suggests the use of Lorenz energy diagnostics with other applications including explosive 
cyclogenesis, extratropical transition of tropical cyclones, and easterly waves.  This motivates 
the use of these diagnostics to understand the dominant lifecycle energy conversion mechanisms 
at initial and mature stages of warm seclusion development.   
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A larger scale environmental Lorenz energetics approach was also employed to describe 
the tropical transition of South Atlantic hurricane Catarina (2004) off Brazil (Veiga et al. 2008).  
Time pressure cross-sections over lifecycle of conversion terms found that Catarina’s TT linked 
to appearance of an upper-level warm core which occurred as a sudden and profound change in 
the environmental energy cycle during the early stages of development.  The environmental box 
approach facilitates diagnosis of the evolving background circulation which provides the playing 
field for the vortex or ideal conditions for development.  The large box approach averages over a 
considerable domain and many not necessarily reflect dynamics at the vortex scale but instead 
diagnose the large scale energy budget with key information about environmental forcing 
mechanisms quantitatively demonstrating the environment’s participation.  An analogous study 
by Pezza et al. (2010) for an October 1992 baroclinic storm affected Nome, Alaska found it was 
heavily influenced by interactions with a blocking high.   

A more vortex-scale sized domain of 10° radius is used here and centered upon the 
feature of interest as in the case of Galarneau et al. (2009) for a long-lived mesoscale convective 
vortex.  Their work also followed the methodology outlined in MM05 and Conzemius et al. 
(2007), and used hourly data to calculate the diabatic heating rate (Q) to avoid computational 
residuals.  Vertical integrals are calculated over the atmospheric layer between 925 and 150 hPa. 

 
4.3.2 Time series of energy and conversion terms 

 
Time-pressure section of the KE and KZ terms are calculated (Figure 4.24) from hourly 

NCEP CFSR data for the Feb 10-13, 2008 North Pacific warm seclusion analyzed earlier (c.f. 
cyclone phase space Figures 3.2 k,l).  As the calculation is centered upon the vortex out to 10° 
radius, the upper-level jet shows prominently in the KZ at initial time through 12/00z when the 
cyclone becomes warm-core at lower-levels and more symmetric according to the cyclone phase 
space B parameter (Figure 3.2k).  The mean or zonal KZ is clearly strongest at jet level and 
increases with height typical of a favorable baroclinic/midlatitude environment.  The KE 
maximizes at the time of cyclone maturity at all levels at 12/12z.  However, with the intensity of 
the lower-level bent-back warm front and flank of hurricane force winds, higher KE first shows 
up between 800-900 hPa at 12/00z in the midst of the rapid intensification (RI) or pressure drop.  
The midlevels [500-300 hPa] KE is about twice that of the lower-level and remains for at least 
36-hours past 12/12z while the lower-level weakens. 

Time-pressure sections of the eddy baroclinic, barotropic, and diabatic conversion terms 
are calculated from CFSR data for the same cyclone (Figure 4.25).  The eddy barotropic 
conversion CK (Figure 4.25a) behavior reveals relatively small contribution until the tail end of 
the RI after 12/12z when a strong negative component begins aloft indicative of an environment 
favorable for barotropic eddy growth.  The input of momentum by eddy flux convergence 
through jet interaction and tropopause folding in a manner described by Molinari and Vollaro 
(1989) is a potential dynamical mechanism.  The change of the sign of CK to strongly positive 
during and after the occluded stage at all levels is suggestive of eddy decay and transfer of 
energy back to the mean state.   

The baroclinic conversion terms CA and CE (Figure 4.25 b,c) both show considerable 
maxima centered on 12/00z in the midst of RI.  The conversion term CA (Figure 4.25c) , or zonal 
APE to eddy APE is most readily accomplished by diabatic mechanisms such as latent heat 
release as described in 2.3.5 with positive PV anomaly generation below a heat source, in this 
case intense convection associated with the cyclone (Raymond 1992).  Indeed, the diabatic 
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generation term GE (Figure 4.25d) is maximized between 500-800 hPa suggesting strong mid-
level latent heat release. The near surface or boundary layer CA conversion values are likely 
associated with the vigorous convection surrounding the cyclone during RI.   

 
4.3.3 Time series of vertically integrated conversion terms    

 
Baroclinic and barotropic conversion terms are vertically integrated from 925-150 hPa 

and plotted with MSLP for eight different explosive warm seclusion events (Figure 4.26).  The 
individual cases are selected from the climatological storm track database described in §3.3 with 
two from the North Atlantic and six from the North Pacific.  Each storm is an example of a warm 
seclusion that underwent explosive development or dropped at least 24 hPa in 24 hours.  Six-
hourly temporal resolution CFSR data are used for the calculations.  Some key similarities from 
the chosen cases include that the magnitude of CA is at least twice that of CE and maximizes 
during and just after RI, CK is also much smaller and often near zero or negative, and all terms 
approach zero in the period after minimum central pressure is reached.    

However, there are clear differences in the magnitudes of each term prior to and in the 
early period of intensification.  The October 1998 and December 2004 cases involve the 
incipient cyclone having significantly larger baroclinic conversion values at initial times as 
compared to the rest of the cases which start out with near zero conversion terms.  Thus, it 
remains a topic of future research to understand the differing time series characteristics and 
associate it with environmental factors which may be related to the intensity and structure of the 
mature warm seclusion.  Further research would involve composite structure along the rapid 
intensification trajectory of a larger selection of warm seclusions.  Another aspect of the initial 
stage of development is related to the conversion ration of GE to CA and the relative importance 
of diabatic processes compared to those typically found with long baroclinic waves.  Figure 4.27 
demonstrates the increased importance of eddy diabatic conversion at the beginning of lifecycle 
with decreasing albeit wavy structure thereafter (possibly due to the analysis increment 
procedure of the CFSR). 
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Figure 4.1 ISCCP GIBBS infrared [ch4] imagery for the following tropical cyclones  (a)  Betsy 
(GMS-1) October 3, 1981 03:32 UTC (b) Forrest (GMS-3) October 29, 1989 20:31 UTC and (c) 
Babs (GMS-5) with a companion warm seclusion on October 25, 1998 23:30 UTC.   
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Figure 4.2 ISCCP GIBBS infrared (ch4) imagery from MTSAT-1R representing Typhoon Kirogi 
(2005) and midlatitude extratropical cyclone at (a) Oct 12, 23:32 UTC and (b) Oct 13, 23:32 
UTC.      
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Figure  4.3  ISCCP GIBBS infrared [ch4] satellite imagery for  (a)  Sept 22, 1991 08:32 UTC 
showing extratropically transitioned Luke and Typhoons Nat and Mireille, and (b) Typhoon 
Wipha and downstream warm seclusion at  September 17, 2007 17:32 UTC. 
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Figure 4.4. 3-stage baroclinic downstream development conceptual model from Orlanski and 
Sheldon (1995) their Figure 3.   
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Figure 4.5: Eddy kinetic energy hovmueller [40°-50° N latitudinal average] [shaded x 105 J/m2] 
for September 1 – November 30, 2004 
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Figure 4.6: Eddy kinetic energy hovmueller [40°-50° N latitudinal average] [shaded x 105 J/m2] 
for September 1 – November 30, 2008.  
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Figure 4.7 same as Figure 4.6 but for Jan 1 – Feb 28, 2008.  
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Figure 4.8 Energy flux vectors (reference vector 105 Wm-1) and vertically averaged Ke [105 Jm-

2] for warm seclusion cases on the following dates (a) Oct 26, 1998 00z (b) Feb 12, 2008 12z (c) 
Oct 30, 1989 00z. 
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Figure 4.9 same as Figure 4.8 but for larger-scale view at Dec 12, 1997 12z. 
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Figure 4.10 Vertically averaged Ke generation resulting from baroclinic conversion (contours; W 
m�í��) and ageostrophic geopotential flux vectors (reference vector; 105 W m�í��) for February 2008 
storm at (a) 10/00z (b) 10/12z (c) 11/00z and (d) 11/12z.   
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Figure 4.11 JTWC operational forecast warning/advisory maps for Typhoon Lupit (October 
2009) at (a) 21/18z, (b) 22/18z, and (c) 24/18z.   
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Figure 4.12  Infrared satellite imagery for the extratropical transition of Lupit (2009) [shaded, 
°C] at (a) 26/11z, (b) 26/17z (c) 26/23z, (d) 27/05z, (e) 27/11z, and (f) 27/17z.  Data from the 
GRISAT.    
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4.13 ECMWF operational deterministic forecasts of dynamical tropopause [DT – 2 PVU 
surface] potential temperature [shaded K] and MSLP [black contours each 2 hPa] verifying at 
10/27 12z with initial forecasts at (a) 10/21 12z, (b) 10/22 00z, (c) 10/22 12z, (d) 10/23 12z, and 
(e) 10/24 12z, and corresponding analysis at (f) 10/27 12z. 
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Figure 4.14  Typhoon Lupit (October 2009) ECMWF deterministic 850 hPa wind speed swaths 
[shaded, knots] for 180 hour forecasts initialized at (a) 21/12z (b) 22/00z (c) 22/12z (d) 23/00z 
(e) 23/12z and (f) 24/00z.   
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Figure 4.15 same as 4.13 except for NCEP GFS deterministic model verifying at 27/12z for 
forecasts initialized at (a) 21/12z (b) 22/12z (c) 23/00z (d) 23/12z and the corresponding analysis 
at (e) 27/12z.   
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Figure 4.16 NCEP CFSR 850 hPa reanalysis wind speed (a) swath [shaded, knots] for period 
10/21 12z – 10/29 00z 2009 and (b) snapshot at 10/27 12z for extratropical transition of Lupit 
with reanalyzed MSLP of 954.6 hPa.   
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Figure 4.17 Lupit (2009) cyclone phase space diagrams (Hart 2003) for NCEP GFS forecasts of 
144-hours initialized at (a) 10/21 12z and (b) 10/22 12z with the corresponding NCEP CFSR 
reanalysis from 10/15 00z to 10/30 00z.   
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Figure 4.18 NCEP GFS (October 2009) deterministic forecasts of energy flux vectors (reference 
vector 105 Wm-1) and vertically averaged Ke [105 Jm-2] for (a) 144 hour forecast initialized at 
21/12z verifying at 27/12z and (b) 120-hour forecast initialized at 22/12z verifying at 27/12z.    
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Figure 4.19 Same as Figure 4.18 but analysis comparison at 10/27 12z between NCEP (a) CFSR 
reanalysis product and (b) GFS deterministic model analysis.   
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Figure 4.20 NCEP CFSR (October 2009) large-scale environmental upper-level [600-300 hPa] 
cyclone phase space parameter [shaded –VT

U scaled x 10] and 250 hPa wind speed [black 
contours, every 10 ms-1] at (a) 10/21 12z and (b) 10/27 12z.   
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Figure 4.21 same as 4.20 except for NCEP GFS operational forecast verifying at 10/27 12z for 
initialization at (a) 10/21 12z and (b) 10/22 12z.   
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Figure 4.22 same as 4.20 for NCEP CFSR representing the ET of Typhoon Forrest (1989) at (a) 
10/29 18z and (b) 10/30 00z and extratropical cyclone of 2008 at (c) 02/12 18z.   
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Figure 4.23 NCEP CFSR large-scale environmental lower-level cyclone phase parameter [900-
600 hPa] [shaded –VT

L x 10] and MSLP [black contour, every 2 hPa] at (a) 02/10 00z (b) 02/11 
12z and (c) 02/12 00z.   
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Figure 4.24 Time pressure sections of (a) KE and (b) KZ for the February 10-13, 2008 warm 
seclusion.  The units are 105 J/m2 (100 hPa)-1.    
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Figure 4.25 Time pressure sections of (a) CK (b) CE (c) CA and (d) GE for the February 10-13, 
2008 warm seclusion.  The units are W/m2 (100 hPa)-1.    
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Figure 4.26  Time series of vertically integrated [925-150 hPa] conversion terms (CE, CA, CK; 
units W m-2) for the warm seclusions during the time periods [every 6-hours] associated with the 
following lifecycles, and MSLP (hPa) on the secondary axis (a) Jan 19, 1990 (b) Jan 30, 1995 (c) 
Oct 24, 1998 (d) Feb 18, 2000 (e) Jan 29, 2002 (f) Dec 24, 2002 (g) Dec 28, 2004 (h) Feb 10, 
2008. 
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Figure 4.27 Time series of vertically integrated [925-150 hPa] GE/CA conversion ratio for 
February 10-13, 2008 North Pacific warm seclusion for a 72-hour period, each hour (ordinate).   
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CHAPTER FIVE  

WARM SECLUSION STRUCTURE AND MODELING  

 

5.1 Warm Seclusion Cyclone Structure 

 
5.1.1 Introduction  

 
The presence of an upper tropospheric treble clef PV signature serves as a sufficient 

condition for asserting the presence of a warm occluded thermal structure in the underlying 
troposphere (Martin 1998).  The production of this treble clef PV structure depends upon 
development of the notch of low PV.  The notch development, in turn, depends upon tropopause 
level PV erosion via diabatic heating (in the form of latent heat release) in the occluded quadrant 
of the cyclone.   

Martin (1998) is quoted here: “In the open wave stage of the cyclone life cycle, 
significant ascent occurs in the near vicinity of the SLP minimum, which located just 
downstream of an upper tropospheric PV anomaly.  Given sufficient moisture, this ascent 
produces clouds and precipitation and release of latent heat which, in turn, serves to erode the 
upper tropospheric PV.  Persistent diabatic erosion of upper tropospheric PV forms a “notch” in 
the upper tropospheric PV structure which, coupled with the eastward progression of the 
upstream ridge, initiates the isolation of a low-latitude, upper-tropospheric PV maximum.  The 
circulation associated with this feature then begins to contribute to negative PV tendencies in the 
developing notch via negative PV advection, further isolating the low-latitude PV maximum and 
accelerating the cutoff process.  In the underlying troposphere the response to the development 
of the upper tropospheric PV minimum in the notch is the simultaneous development of an 
isolated, warm, weakly stratified column of air.  Based along the near surface thermal ridge, this 
column slopes poleward and westward and its axis is identically the trowel, the essential 
structure characteristic of the warm occlusion.”   

The production of lower-tropospheric PV and accompanying destruction of upper-
tropospheric PV is precisely the sufficient condition for production of a warm occluded thermal 
structure in the underlying troposphere.  Posselt and Martin (2004) concluded that any idealized, 
adiabatic cyclone simulation would have a shallow occluded structure, not a tropospheric-deep 
trowal structure.  

 
5.1.2 Warm core strength   

 
The strength or magnitude of the warm core of a cyclone can be measured in a variety of 

ways depending upon the dynamical mechanisms one wants to diagnose.  The simplest approach 
is to conduct an anomaly calculation of a direct analysis of temperature such as T, ��, ��E, etc. 
which may be readily provided by a gridded reanalysis dataset.  The anomaly calculation 
procedure may be implemented using zonal or areal means at one time instance or snapshot as 
well as temporally averaged examples.   
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In the warm core or mature stage of the lifecycle, extratropical cyclones are characterized 
by a PV tower that is analogous in structure to the central core of a tropical cyclone.  However, 
the barotropic structure is surrounded by relatively highly baroclinic environment out of which 
the extratropical storm explosively evolved.  The height of the tropopause, typically descending 
on the “cold side” of the extratropical cyclone to middle tropospheric levels (~400-500 hPa) 
limits the height of the PV tower and the warm core.  With a tropical cyclone, the warm core 
extends well into the upper troposphere to the very-high tropical tropopause (~150 hPa).   

The cyclone phase space diagnostics developed by Hart (2003) (§3.2.8) use thermal wind 
balance, geostrophic wind, and the hypsometric equation (e.g. Hirschemberg and Fritsch 1993) 
to objectively analyze the tilting of the height field at regular-interval isobaric levels.  The tilting 
is measured by considering the change in height on a constant isobaric level within a given 
radius surrounding the minimum sea-�O�H�Y�H�O���S�U�H�V�V�X�U�H���O�R�F�D�W�L�R�Q�������$���S�U�R�I�L�O�H���R�I���û�=���L�V���J�H�Q�H�U�D�W�H�G���I�U�R�P��
the boundary layer to the stratosphere.  For objectivity purposes as well as simpler interpretation 
in plotting of cyclone thermal structure trajectories, Hart (2003) calculates a linear regression of 
�W�K�H���V�O�R�S�H���R�I���W�K�H���û�=���S�U�R�I�L�O�H���R�Y�H�U���W�Z�R���O�D�\�H�U�V���R�I���H�T�X�D�O���W�K�L�F�N�Q�H�V�V����������-600 hPa and 600-300 hPa.  A 
500-km radius was chosen to encompass the convergent circulation of a given cyclone but this is 
likely a function of latitude, basin, time of year, and background environment.      

The objective technique of Hart is presented as a starting point for analyzing cyclone core 
thermal structure.  Depending upon the cyclone chosen, tropical or extratropical or hybrid, the 
cyclone’s warm core “size” or radius may indeed increase (decrease) with height and/or exceed 
(not exceed) the radius threshold chosen.  Another consideration must be the reanalysis product’s 
representation of the cyclone thermal core which may not have an intense warm core as finer 
scale modeling results (e.g. tropical cyclone resolution in reanalysis products, see Manning and 
Hart (2007) and Maue and Hart (2007)).  An option could be to allow the radius to be variable 
�Z�L�W�K���K�H�L�J�K�W�����E�X�W���W�K�H���F�D�O�F�X�O�D�W�L�R�Q���R�I���W�K�H���V�O�R�S�H���R�I���W�K�H���û�=���S�U�R�I�L�O�H���Z�R�X�O�G���Q�R�W���E�H���F�R�Q�V�L�V�W�H�Q�W���W�K�U�R�X�J�K���W�K�H��
�F�R�O�X�P�Q�������7�K�X�V�����W�K�H���û�=���G���O�Q���S���F�D�O�F�X�O�D�W�L�R�Q���L�V���X�V�H�G���V�L�Q�J�X�O�D�U�O�\���W�R���G�H�W�H�U�P�L�Q�H���W�K�H���Y�H�U�W�L�F�D�O���H�[�W�H�Q�W���R�I���W�K�H��
warm core.  The simplest definition is the isobaric level at which the derivative first changes sign 
to signify cold-core structure.   

Consider the example of the North Pacific extratropical cyclone during February 2008, 
which will be named Evelyn from here on through the rest of the discussion for illustrative 
purposes.  Using a 500-km radius and the MERRA 6-hourly model resolution fields, Evelyn 
reaches a minimum sea-�O�H�Y�H�O���S�U�H�V�V�X�U�H���R�I���������������K�3�D���D�W�������=���R�Q���)�H�E�������������$�I�W�H�U���F�D�O�F�X�O�D�W�L�Q�J���W�K�H���û�=���G��
ln P profile, the fir�V�W�� �O�H�Y�H�O�� �D�W�� �Z�K�L�F�K�� �û�=�� �V�K�R�Z�V�� �F�R�O�G-core structure is 450 hPa and becomes 
progressively cold-core above.  Thus, a reasonable hypothesis would be that the tropopause has 
descended to near that level.   

 
5.1.3 Tropopause level structure 

 
The dynamic tropopause (DT) is calculated by iteratively finding the constant 2-PVU 

surface, calculated from the top of the column (50 hPa) to sea-level (§2.3.2) from NCEP CFSR 
data for four times including 11/12z, 12/00z, 12/12z, and 12/18z.  At 11/12z (Figure 5.1a), the 
MSLP minimum or center of Evelyn is preferentially located at the edge of the midlatitude jet 
and the sharpest DT potential temperature (DT ��) gradient, which is zonally oriented.  Twelve 
hours later (12/00z, Figure 5.1b), while Evelyn is rapid intensifying, the MSLP center is located 
at the tip of the “treble clef” oriented structure of the DT �� and significant downstream ridging is 
apparent behind the previous powerful warm seclusion located in the Gulf of Alaska.  The 
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occlusion process is complete at upper-levels during the next 12-18 hours (Figure 5.1 c,d) with 
the DT cyclonic rollup apparent and the MSLP center located directly beneath.  Downstream 
Rossby wave-breaking is also present over the Hawaiian Islands, expected with the strong yet 
typical LC-2 type Evelyn. 

The DT pressure level distribution and DT wind arrows (Figure 5.2) clearly delineates 
the various airstreams present in a powerful, mature warm seclusion cyclone including the cold-
conveyor belt, dry-intrusion, and warm-conveyor belt (Harrold 1973).  The DT winds are 
strongest where the DT pressure gradient is sharpest as expected from quasi-geostrophic theory 
and thermal wind balance.  The jet speed maxima are closely aligned with the DT pressure 
gradients at upper-levels.  From the location of the storm center (c.f Figure 5.1 MSLP 
minimum), it is apparent that it exists on the tip of the cyclonic treble clef and then becomes 
directly underneath the center of the DT cyclonic rollup.  At the final time 12/18z, Evelyn’s 
mature structure airstreams are clearly apparent with the quickly descending dry intrusion, 
ascending warm conveyor belt, and fanning cold-conveyor belt.  A TROWAL or trough of warm 
air aloft represents the very sharp gradient forming the head of the “whale’s mouth” bending 
backward into the cold air.  This is similarly displayed in isentropic surface analysis of the 325-
330 K layer (Figure 5.3) including potential vorticity (PV), wind speed and vectors.     

To examine additional kinematic and moisture characteristics of the tropopause level 
flow, the wind components as well as relative vorticity and relative humidity are also 
interpolated to the DT (2-PVU surface) and attendant pressure-level for 12/18z.  From the 
relative vorticity on the DT (Figure 5.4a), the strong cyclonic signature of the rollup or 
tropopause depression (Danielson et al. 2004) near the center of Evelyn is surrounded by the 
weakly anticyclonic character of the conveyor outflows.  The dry intrusion entrained in the 
center of Evelyn is delineated by very low RH values less than 10% which is distinctive of air 
with a history of descent from the stratosphere and upper-troposphere (Figure 5.4b).       

From the 500-km radius CPS diagnostics (Table 5.1), Evelyn becomes strongly warm-
core at lower-levels prior to tropopause depression finishing its stacking suggesting that the 
seclusion process occurs at lower-levels first and the bent-back warm front formation heralds the 
“grabbing” of the tropopause fold, which foments the removal of vertical shear and barotropic 
stacking of the system.  This is a very fast process on the order of 6-12 hours.  Since the storm is 
tilted, the frontal parameter B is highly positive signifying a strongly frontal or asymmetric 
lower-level structure (Figure 3.2k).  

As a counter-example of the LC-1 type lifecycle, the extratropical transition case of 
Typhoon Lupit (October 2009) discussed in Chapter 4 is examined using similar DT level 
diagnostics (Figure 5.5) as Evelyn.  The upper-level flow is considerably different in the case of 
Lupit with a narrow cyclonic rollup and anticyclonic wavebreaking near the cyclone center and a 
very impressive downstream equatorward Rossby-wavebreaking episode reaching into the 
tropics near the dateline.      

 
5.2 Mesoscale Modeling of Warm Seclusion Structure 

 
From the conceptual background material and climatological distribution of warm 

seclusion and explosive extratropical cyclones, there are still open questions about the dynamical 
mechanisms responsible for the rapid warm-core development and evolution of the lower-
tropospheric extreme winds on the equatorward flank.  While reanalysis datasets are sufficient 
for synoptic scale studies of much atmospheric phenomena, they currently lack the temporal and 
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spatial resolution necessary to resolve the mesoscale factors interacting during the juxtaposition 
phase of upper and lower potential vorticity sources.  Thus, approximately 30 mesoscale model 
simulations were proposed using the reanalysis data as initial and lateral boundary conditions in 
order to perform hindcast experiments of a multitude of explosively developing extratropical 
cyclones that evolve into warm seclusions in the Northern Hemisphere.  These hindcasts would 
range from 72-96 hours in order to capture the genesis, rapid deepening, and mature stage of the 
warm seclusion lifecycle.     

The goal is not to perfectly forecast the cyclones per se, but to generate model data often 
enough and at high resolution in order to examine the mesoscale aspects of the warm seclusion 
lifecycle.  Also, it is not necessary to describe each case study in detail but to develop an analysis 
tool capable of diagnosing the thermodynamical, dynamical, and physical mechanisms during 
the rapid deepening process that lead to the upright PV-tower circulation at seclusion.  This vein 
of research builds upon the success of the cyclone phase space diagnostics of Hart (2003) which 
effectively describe the structure of cyclones as they evolve thermally.  Thus, the following 
sections provide descriptions of the Weather Research and Forecasting (WRF) modeling system, 
the ERA-Interim data used for initial and boundary conditions, and introduction to the case 
studies chosen.  Thereafter, preliminary sensitivity studies are performed to confirm the 
importance of latent heat release on the warm seclusion process.  From these case study 
experiments, a framework will be developed to discuss addition research questions.   

 
5.2.1 Data and methodology 

 
While recent reanalysis products have improved considerably in terms of spatial 

resolution, quality of data assimilation, and model physics, they typically only output 
atmospheric variable analyses every 6-hours.  The recent NASA MERRA does include a 
selection of variables at hourly temporal resolution, but they are provided at only a few vertical 
levels which is insufficient for detailed diagnosis of the fast-evolving warm seclusion process.  
However, as of July 2010, the new NCEP CFSR has become available with full three-
dimensional pressure level diagnostics at hourly intervals for the period 1979-2009 with 
expected continuation as a near real-time product.  Furthermore, it is advantageous to employ 
either realistic or idealized model simulations that allow for specific control over thermodynamic 
processes including latent heat release and surface boundary fluxes.  The reanalysis products do 
not afford such luxury but are nonetheless valuable for model initialization and boundary 
conditions.  Hence, the following section describes the data and methodology central to a case-
study approach for realistic mesoscale model simulations of warm seclusion development. 

 
5.2.2 WRF model simulation domains and case studies 

 
The following case-study experiments are based upon simulations of the Advanced 

Research Weather Research and Forecasting (WRF) model Version 3.1 (Skamarock and Klemp 
2008) using ECMWF ERA-Interim reanalysis (reference) initial and lateral boundary conditions.  
The WRF model is a well-used and documented model used for research and operational 
weather forecasting purposes within several different communities including meteorology and 
climate.  No changes were made to the model code or architecture during these experiments.  
With new versions released at least annually, community contributions of new parameterizations 
for the planetary boundary layer, land surface, or microphysics are added to the model suite as 
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choices for easy implementation.  The inclusion or exclusion of dynamical, thermodynamical, 
radiation, and microphysical processes is readily achievable through simply adding or removing 
options at the model initialization time.  

From the MERRA cyclone track database, a total of 32 Northern Hemisphere explosively 
intensifying extratropical cyclones which developed mature warm core seclusion structure were 
simulated including 21 storms in the North Pacific and 11 in the North Atlantic (Figure 5.6).  
These storms were chosen subjectively based upon the following criteria:  explosively deepen at 
least 1.5 Bergeron, reach a central minimum sea-level pressure of at least 965 hPa, and develop 
mature warm core structure including extreme bent-back warm front winds. Of these 32-storms, 
several evolved from the extratropical transition of a tropical cyclone and several others 
developed downstream of an active tropical cyclone suggesting important dynamical linkages.   

There are three different domains constructed for the WRF experiments, two in the 
Pacific and one in the Atlantic (Figure 5.7).  For those meridionally oriented tracks that do not 
translate east of the International Dateline, the westward oriented domain is chosen.  The spatial 
details of each domain are documented in Table 5.2.  The domains are approximately centered 
over the location of the cyclone’s mature extratropical phase.  The choice of the domain size was 
a result of a compromise between computational expense and the necessity of including upper-
level features during the rapid deepening process that may extend a couple thousand kilometers 
upstream.     

The configuration of the model in terms of physics and parameterizations remain fixed 
except for sensitivity runs.  The configuration is described in Table 5.3.  The usage of the 
cumulus parameterization (CP) for sub-grid scale cumulus convection at 9 km grid spacing may 
indeed be problematic for some aspects of warm seclusion simulation but it remains further work 
to determine the overall impact.  For tropical cyclone mesoscale modeling, the usage of CP 
schemes may account for some of the eyewall updraft and a consequent weakening of the 
upward branch of the secondary circulation and compensating grid-scale subsidence (Gentry 
2007; Gentry and Lackmann 2010).  When the CP scheme is removed, increased subsidence 
leads to enhanced adiabatic warming and stronger warm-core, hydrostatic reduction of central 
pressure, and increased radial inflow (Emanuel 1986).  Experiments at any higher resolution than 
8-10 km likely would generate stronger warm-core systems without the CP schemes, but that is 
only acknowledged here as a possible issue.  

Several cursory model simulations of the Pacific P17 storm of February 2008 (Evelyn) 
were conducted at higher vertical resolutions ranging from 35 to 70 vertical levels.  However, 
little change was found in the minimum sea level pressure trace suggesting that the intensity 
differences are not significant for these case-studies.  No effort was made to use different sea 
surface temperatures (SST) than what is available in the ERA-Interim reanalysis.  The reanalysis 
SSTs are updated daily and are dynamically balanced with the overlying atmosphere through the 
reanalysis model’s data assimilation procedures.  It is important to point out that the rapid 
translation of extratropical cyclones likely limits the impacts of the relatively slowly (~days) 
changing SST on storm intensity.  However, the persistent SST anomalies on longer time scales, 
perhaps seasonal, may have significant impact upon the structural changes expected during 
extratropical transition (e.g. Bond et al. 2010).  Except for sensitivity runs, surface fluxes, latent 
heat release, and microphysical processes are all included.   
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5.3 WRF Hindcast and Sensitivity Simulations 
 
Pacific storm P17 or Evelyn is simulated using the WRF model for 96-hours based upon 

initial and boundary conditions from the ERA-Interim reanalysis.  Maximum wind speed swath 
maps at 875 hPa are plotted for each simulation hour for Evelyn (Figure 5.8a) and many 
additional cyclone hindcast cases.  These winds exceed 100 knots over a large area of the North 
Pacific with two distinctive areas associated with the bent-back warm front and warm-sector, 
warm conveyor belt  low-level jet.  Upper-level cyclone phase space thermal diagnostics (Figure 
5.8c) demonstrate the very rapid lower-level thermal warm-core development of Evelyn during 
the rapid intensification process.  Lower-level wind speed at 875 hPa at the time of strongest 
lower-level warm core (Figure 5.9) shows the distinctive band of extreme winds around the 
southwestern flank of the center, equally intense winds ahead of the cold-front in the warm 
sector, and near-calm winds in the “eye”.    

An 18-hour evolution of 800-hPa equivalent potential temperature (��E, Figure 5.10) 
shows the origin and development of the lower-level warm core as Evelyn rapid intensifies and 
matures.  At 12/04z, a zoomed-in view of ��E (Figure 5.11) shows the mesocale warm-seclusion 
located at 40° N narrowly attached to the hooking backward plume relative to the center of 
Evelyn.  The lines delineate the zonal and meridional cross-sections of ��E  and PV (Figure 5.12),  
and wind speed (Figure 5.13).   

Additional WRF hindcast simulation maximum wind speed swaths at 875 hPa (Figure 
5.14) are presented for storm P14 (December 2004), P6 (December 1995), and an additional 
extratropical transition case of Tropical Storm Ivy (October 1977).  A similar wind speed swath 
map and attendant cyclone phase upper-level thermal diagnostic plot for Typhoon Forrest 
(October 1989) is an example of one of the most extreme warm seclusions resulting from 
extratropical transition.  Three snapshots of the 875 hPa wind speed during the reintensification 
process of Forrest show extremely intense winds in excess of 100 knots (Figure 5.16).  Wind 
swath maps and snapshots are presented for Hurricane Irene, which underwent explosive 
reintensification after transition in the North Atlantic (Figure 5.17).  A dry simulation without 
the effects of latent heating, surface fluxes, and cumulus parameterization shows markedly less 
extratropical development (Figure 5.17f).  A higher resolution [4 km grid spacing] simulation of 
the ERICA IOP4 cyclone (Figure 5.18) shows significant adiabatic cyclone development in the 
dry run wind swath map (Figure 5.18b).  The snapshot at January 4, 1989 18z of both the full 
physics and dry run (Figure 5.19) demonstrate the disparate structure at 875 hPa of wind speed. 
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Figure 5.1.  NCEP CFSR Dynamic tropopause (DT: 2 PVU surface) potential temperature 
(shaded, Kelvin) and MSLP contours (black, hPa) for Feb 2008 North Pacific cyclone at (a) 
11/12z (b) 12/00z (c) 12/12z (d) 12/18z.  
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Figure 5.2:  NCEP CFSR DT pressure level (shaded, hPa) and wind vectors (scaled arrows) on 
DT for Feb 2008 North Pacific cyclone at (a) 11/12z (b) 12/00z (c) 12/12z (d) 12/18z. 
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Figure 5.3. NCEP CFSR 325K-330K average PV (shaded, PVU), 325K-330K wind speed 
(contours > 20 ms-1) and wind vectors (scaled arrows) for Feb 2008 North Pacific cyclone at (a) 
11/12z (b) 12/00z (c) 12/12z (d) 12/18z. 
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Figure 5.4:  NCEP CFSR maps of Feb 2008 cyclone at 12/18z of (a) Relative vorticity (shaded, 
x105 s-1) on DT and (b) relative humidity (shaded, %) on DT. 
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Figure 5.5.  NCEP CFSR data for Lupit (October 27, 2009 12z) and (a) DT (2 PVU surface) 
potential temperature (shaded, Kelvin) and MSLP (contours, hPa)  (b) DT pressure level 
(shaded, hPa) and wind vectors (scaled arrows) on DT (c) 325K-330K average PV (shaded, 
PVU), 325K-330K wind speed (contours > 20 ms-1) and wind vectors (scaled arrows). 
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Figure 5.6:  WRF simulation storm tracks from the MERRA reanalysis [Table 4.2] showing the 
entire lifecycle of the cyclone color-coded according to central mean sea-level pressure (hPa).    
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Figure 5.7:  WRF simulation domains at 9 km grid spacing with example 875 hPa wind speed 
plots to demonstrate the spatial extent for the (a) Atlantic 1200x900, (b) Pacific 1200x900, and 
(c) Pacific 1000x750.  
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Figure 5.8  WRF [9-km] hindcast simulations for Feb 2008 cyclone and 875 hPa maximum wind 
speed swath for 10/06z – 14/06z with(a) full physics and (b) dry run.  Cyclone phase space 
upper-level diagnostics included for (c) full physics and (d) dry run for comparison.   
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Figure 5.9  WRF [9 km] hindcast simulation of Feb 2008 cyclone and 875 hPa wind speed 
(shaded, knots) at 12/04z.   
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Figure 5.10  WRF [9 km] hindcast simulation 800-hPa equivalent potential temperature (��E, 
shaded, Kelvin) for February 2008 cyclone at (a) 11/22z (b) 12/04z (c) 12/16z. 
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Figure 5.11 WRF [9 km] hindcast simulation 800-hPa equivalent potential temperature (��E, 
shaded, Kelvin) for February 2008 cyclone at 12/04z with indicated for Figures 5.9 and 5.10. 
 
 
 
 
 
 
 
 
 
 



144 
 

 

 
Figure 5.12   WRF [9 km] hindcast simulation cross-sections of equivalent potential temperature 
(��E, shaded, Kelvin) for February 2008 cyclone at 12/04z and (a) 39° N and (b) 182° E.  
Hatching indicates areas of PV greater than 2.0 PVU. 
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Figure 5.13   WRF [9 km] hindcast simulation cross-sections of wind speed (shaded, knots) for 
February 2008 cyclone at 12/04z and (a) 39° N and (b) 182° E.   
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Figure 5.14  WRF hindcast simulations of 875-hPa maximum wind speed swaths at for (a) 12/28 
18z – 12/31 18z 2004 (b) 12/19 12z – 12/22 12z 1995 and (c) 10/22 00z – 10/26 00z 1977.   
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Figure 5.15 WRF [9 km] hindcast simulation of Typhoon Forrest (October 1989) from 10/27 12z 
– 10/31 12z and (a) 875 hPa maximum wind speed swath and (b) upper-level cyclone phase 
space diagnostics. 
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Figure 5.16  WRF [9 km] hindcast simulation of Typhoon Forrest (October 1989) and 875-hPa 
wind speed (shaded, knots) at (a) 29/12z (b) 29/18z and (c) 30/00z.   
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Figure 5.17  WRF [9 km] hindcast simulation of the extratropical transition of Hurricane Irene 
(October 1999) and 875 hPa wind speed (shaded, knots) with radii (contours, km) at (a) 19/12z 
(b) 19/18z (c) 20/00z with the (d) upper-level cyclone phase space diagnostics.  875 hPa 
maximum wind speed swath for 10/18 00z – 10/21 00z for (a) full physics and (b) dry run.   
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Figure 5.18  WRF [4 km] hindcast simulation of Jan 1989 ERICA IOP4 cyclone and 875  hPa 
maximum wind speed swath (shaded, knots) for 01/03 12z – 01/06 12z for (a) full physics and 
(b) dry run.   
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Figure 5.19  WRF [4 km] hindcast simulation of Jan 1989 ERICA IOP4 cyclone and 875 hPa 
wind speed swath (shaded, knots) at 01/04 18z for (a) full physics and (b) dry run.   
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Table 5.1 NCEP CFSR cyclone phase space thermal parameters (-VT
L and –VT

U) and MSLP 
(hPa) for selected times of Feb 10-14 2008 North Pacific cyclone.   
 
Time -VT

L -VT
U MSLP 

11/12z -286 -479 977 
11/15z -213 -475 972 
11/18z -77 -442 965 
11/21z -16 -365 959 
12/00z 96 -275 952 
12/03z 257 -144 946 
12/06z 270 -105 943 
12/09z 273 -61 942 
12/12z 216 -5 942 
12/15z 202 9 942 
12/18z 159 -2 947 
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Table 5.2 Spatial details of the individual domains depicted to Figure 5.7 a-c. 
 
 
Domain X grid 

points 
Y grid 
points 

Vertical 
Levels 

Grid point 
spacing 

Pacific 1 1200 900 35L 9 km 
Pacific 2 1000 750 35L 9 km 
Atlantic 1 1200 900 35L 9 km 
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Table 5.3:  WRF case study date (YYYY MMDDHH) and value of minimum sea-level pressure 
(hPa) and basin of the 32 cyclones:  A is Atlantic and P is Pacific. 
 
 
Date of 
Minimum SLP 

Minimum SLP 
MERRA (hPa) 

Basin 

 
1989 010506   940.6    A1 
1989 103000   918.9    P1 
1989 123006   926.9    A2 
1990 011818   926.3    P2 
1991 122800   955.9    P3 
1995 010100   964.6    P4 
1995 020118   924.1    A3 
1995 020618   944.6    P5 
1995 122112   932.9    P6 
1996 022900   949.5    P7 
1997 121218   947.3    A4 
1998 102606  947.9   P8 
2000 012118  949.1   A5 
2000 022118   933.9     P9 
2000 031718   946.8              P10 
2002 020106   923.8    A6 
2002 122712   926.3    P11 
2003 010418  937.9    P12 
2003 012412  946.7    P13 
2003 012412  948.6    A7 
2004 123012   938.5    P14 
2005 021506   953.3    P15 
2005 111306   948.1    P16 
2006 021118   938.2    A8 
2006 112518   944.7    A9 
2007 031018   937.4    A10 
2008 021218   939.8    P17 
2008 040100   948.0    P18 
2008 100900   946.7    A11 
2008 102206   940.0    P19 
2008 112700   945.7    P20 
2009 111906   943.2    P21 
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Table 5.4.  Information describing the configuration of the WRF model simulations including 
physics and parameterizations.  
 
 
Cumulus Parameterization New Grell Scheme (Grell and Devenyi 2002) 
Microphysics WSM 6-class graupel scheme (Hong and Lim 2006) 
Planetary Boundary Layer YSU Scheme (Hong et al. 2006) 
Shortwave radiation Dudhia scheme (Dudhia 1989) 
Longwave radiation RRTM scheme (Mlawer et al. 1997) 
Surface layer physics Monin-Obukhov scheme 
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CHAPTER SIX  

MEDIUM RANGE PREDICTABILITY: ANALYSIS AND 

FORECAST ERROR 

 

6.1 Introduction 

 
With considerable advancements in computing technology, data assimilation procedures, 

observing system increases, as well as atmospheric model improvements, numerical weather 
prediction (NWP) accuracy has increased markedly during the past two decades (Kalnay et al. 
1998).  Indeed, about one-day of predictive skill has been demonstrated with 4-day forecasts of 
500 hPa geopotential heights being as accurate as 3-day forecasts from 10-years ago for the 
Northern Hemisphere (Harper et al. 2007).  The evolution of four-dimensional variational data 
assimilation procedures (4DVAR, Rabier 2005) and Ensemble Kalman Filter techniques 
(Evenson 2003) has allowed for the more accurate utilization of copious amounts of remote 
sensing or satellite based observations.  For instance, accurate observation and analysis of 
atmospheric temperature is essential for NWP forecasts (Langland et al. 2008) whether satellite 
or ground based measurements are used.  For NWP, multivariate analysis of the atmosphere 
provides the initial conditions for a suite of global deterministic and probabilistic forecasts.  
Consequently, limitations in the handling of observations, data assimilation procedures, and/or 
model dynamics will affect medium-range forecast skill on the order of 5-days.   

Even as operational forecasting skill improves, NWP models occasionally suffer forecast 
busts or periods of significantly reduced skill usually measured by 500 hPa geopotential height 
anomaly correlation (AC) scores.  As discussed recently by Ballish et al. (2009) at the 89th 
annual American Meteorological Society meeting, NCEP Global Forecast System (GFS) 
dropouts can be greatly reduced by simply using the analyses of the European Centre for 
Medium-Range Weather Forecasts (ECMWF) to initialize the model.    There are a multitude of 
possible causes for degraded forecast skill in the medium range including the handling of 
observations, assimilation windows, quality control, as well as analysis and forecast model 
differences.  It is important to recognize that a small bias in the temperature at 5-days may affect 
the winds and other variables, which will accumulate errors non-linearly over a long time period 
since the background memory of the model retains information of the bias (Rabier 2005).  
Analysis differences can be quite large and are related to the inhomogeneous distribution of in-
situ and satellite observations (Langland et al. 2008).   

The location or targeting of observations in dynamically sensitive regions has been 
shown to be helpful in reducing forecast error especially in the short-range (Langland 2005).  
However, the impact is generally small and difficult to assess due to the limited number of case 
studies or field campaigns to initiate Observing System Experiments (OSEs).  The purpose of 
observation targeting in sensitive areas is to prevent forecast busts or forecast verifications with 
errors significantly higher than the monthly norm.  There is a burgeoning body of research on the 
value of observation targeting in oceanic regions.  For 2-day short-range forecast errors, the 
downstream impact of Pacific Ocean observations is higher than that in the North Atlantic (Kelly 



157 
 

et al. 2007).  When considering longer forecasts into the medium-range or 5-days, the data 
assimilation procedure was found to be important for downstream impacts.  4D-Var is better 
capable of filling in information from regions with high data content to data-void areas than 3D-
Var (Kelly et al. 2007).  As will be described further, determination of a dynamically sensitive 
region suggests that the benefits of targeting observations is indeed dependent upon the 
configuration of the atmospheric flow regime (Cardinali et al. 2007).          

An example of motivation for better availability and handling of observations in Western 
North Pacific (WPAC) occurred recently with the Observing System Research and Predictability 
Experiment (THORPEX) Pacific-Asian Campaign (T-PARC) in the fall of 2008.  The field study 
was designed to collect in-situ measurements on a variety of events to improve 1-14 day 
predictability of high-impact weather events over North America which were potentially related 
to WPAC atmosphere-ocean dynamical interactions (Shapiro and Thorpe 2004; Parsons et al. 
2007).  TPARC encompasses many time and spatial scales since the WPAC and North America 
share many dynamical linkages.  Hakim (2003) and Chang (2005) showed that persistent deep 
tropical convection and intense cyclogenesis can trigger eastward propagating wave packets and 
affect forecasts well downstream via upper-tropospheric  wave guides.  These wave packets may 
be reinforced by subsequent cyclogenesis events leading to additional reduced predictability 
periods.  Thus, analysis and forecast errors over the WPAC can have large and far reaching 
effects on short and medium range forecast skill. 
 

6.2 Analysis Error in Temperature Analysis 
 
While at the Naval Research Laboratory (NRL) in Monterey during the summer of 2007, 

this author had the opportunity to work in and interact with the researchers at an operational 
forecasting center responsible for military forecasts.  Under the mentorship of Dr. Rolf 
Langland, a project was undertaken to diagnose the errors associated with NWP analysis of 
temperature in the middle atmosphere.  A publication resulted which is excerpted below as well 
as updated figures and additional explanation where appropriate. 

   
6.2.1 Abstract of Langland et al. (2008) 

  
This report illustrates and quantifies the unanticipated large uncertainty and differences 

in tropospheric temperature analyses within current global operational forecast systems and 
historical reanalysis products. Results reveal that regional patterns of uncertainty in seasonally 
averaged and daily atmospheric upper-air temperature analyses are related to the irregular 
distribution of in-situ and satellite observations. There is less uncertainty in analyzed 
temperature where in-situ radiosonde observations are plentiful, primarily over the developed 
nations of the Northern Hemisphere, and more uncertainty over regions that are observed 
primarily by satellites with fewer in-situ temperature observations, including oceanic areas, the 
cryosphere, and developing nations. The results suggest that operational weather forecasting and 
climate monitoring would benefit from an improved global observing network, including 
additional in-situ components. There is also a need for progress in data assimilation to extract 
more information from the wealth of current and future satellite observations. 
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6.2.2 From the introduction of Langland et al. (2008) 
 
“Accurate observation and analysis of atmospheric temperature is essential for numerical 

weather prediction (NWP) and the monitoring of regional and global climate change. 
Multivariate atmospheric models provide the background forecasts and dynamical context in 
which analyses of atmospheric temperatures, winds, and other variables are produced. The 
observations ingested by data assimilation procedures supply new  information that is needed to 
continuously adjust the model trajectory toward a new analysis, which is an estimate of the true 
atmospheric state. Many factors affect the quality of atmospheric temperature analyses, 
including the variable quality of satellite observations (Christy et al. 2003; Santer et al. 2003a), 
the irregular distribution of important observation types, including radiosondes (Lanzante et al. 
2003) and limitations of data assimilation procedures (Rabier 2005). 

For NWP, multivariate atmospheric analyses provide initial conditions and verification 
for deterministic and probabilistic forecasts over the global domain. To the extent that the means 
and covariances of forecast and observation errors are accurately specified in the data 
assimilation systems used to produce analyses, these analyses represent state estimates with 
minimum error variance or maximum likelihood—depending on the type of scheme employed 
(Daley 1991). However, because the data assimilation schemes and models used to produce 
high-resolution estimates of the atmospheric state are constantly evolving and do not typically 
provide estimates of their own uncertainty, analyses have not found much use in the detection of 
climate change. 

Instead, climate temperature trends have more typically been inferred from the 
observational record. This has limited such studies to regions (or vertical levels) where 
observations are sufficient in number and accuracy to provide good estimates of the ‘true 
temperature.’ Traditionally, the network of radiosonde upper air observations (Fig. 1) and in situ 
surface observations have provided the best foundation for such evaluation of climate trends. 
Limitations of radiosonde observation quality in the context of climate studies are discussed by 
Sherwood et al. (2005), Randel and Wu (2006) and Trenberth et al. (2007).  

However, over much of the globe, in situ temperature observations are sparse, and 
satellite-based instruments provide the majority of surface and upper-air temperature 
observations, primarily from microwave and infrared radiometers and sounders aboard polar-
orbiting and geostationary platforms. An important issue is that with satellite-derived 
temperature observations, the problems of bias correction, observation error and quality control 
are generally more complex than with in situ temperature observations such as those provided by 
radiosondes.  

Bias in satellite-derived observations can vary with time (diurnally and seasonally), 
geographic location, the underlying surface (land, sea or ice) and scan position of the satellite 
(Auligne´ et al. 2007). Also, bias in satellite data cannot generally be assumed as constant over 
time due to orbital decay, drift, and other issues (Christy et al. 2003; Trenberth et al. 2006). In 
most cases, satellite observations, including radiances, include a dependence on background 
information from the model, which is a source of additional bias (Dee 2005). Current 
multivariate operational data assimilation schemes utilize sophisticated statistical techniques to 
identify and reject suspect observations and to detect and correct satellite observation bias 
(Harris and Kelly 2001).  

It is a stated objective that future climate studies should use atmospheric temperature 
reanalyses (Folland et al. 2006). Reanalysis data sets do not contain spurious trends due to 
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changes in forecast models or data assimilation technique, because these remain the same for the 
entire re-analysis period. However, reanalysis products can include biases caused by changes in 
the global observing system over time, which can reduce the reliability of inferred climate trends 
(Bengtsson et al., 2004; Santer et al., 2004; Sterl, 2004; Trenberth and Smith, 2006). A 
disadvantage of state estimates provided by reanalyses is that they are produced at coarser 
horizontal and vertical resolution than analyses produced for short to medium-range NWP. In 
this report, we examine the differences and uncertainty that exist in temperature analyses from 
several operational and reanalysis products.” 

 
6.2.3 Temperature uncertainty analysis  

 
How much uncertainty exists in current operational analyses of upper-air temperature?  

Langland et al. (2008) investigated this question using current analyses of temperature produced 
by independent NWP centers including the National Centers for Environmental Prediction 
(NCEP) as well as the Navy and United Kingdom services.  Here, the European Center for 
Medium-Range Weather Prediction (ECMWF) and NCEP Global Forecast System (GFS) 
deterministic forecasts are utilized to update the figures in the paper.  The metric used is the root 
mean squared difference (RMSD) over a one-year time period for 500 hPa temperature (K).  
Figure 6.1 shows the RMSD between ECMWF and GFS for January to December 2009 using 
12-hourly forecasts for a total of 730 comparisons.  The RMSD indicates day-to-day variance 
between the two temperature analyses and its magnitude represents where greater uncertainty 
exists in quantifying the “true temperature”.  The RSMD can also be thought of as an estimate of 
the analysis error when several different operational center’s analyses are compared.   

From the distribution of in-situ observations including radiosondes (Figure 6.2), it is 
readily apparent that the differences in analyzed temperature shown in Figure 1 are closely 
related to the distribution of the radiosondes.  The uncertainty in temperature is significantly less 
over the Northern Hemisphere continents, Australia, Hawaii and New Zealand with the 
radiosonde locations being plentiful.  However, where satellite observations are the primary 
source of temperature observations, the uncertainty is generally larger especially over the oceans 
and less-developed nations.  Ballish et al. (2009) could not find any instances where quality 
control failures in observations caused forecast skill dropouts in the GFS, but did recognize the 
importance of systematic biases or differences between the ECMWF and GFS.  While the 
RMSD metric shows both information on bias and variability of 500 hPa temperature, there may 
be large differences in other fields such as geopotential height at all levels of the troposphere.  
Some reasons could be the mishandling of a certain type of aircraft or in-situ observation that 
also impacts a satellite retrieval causing a temperature bias in the model background climatology 
(Ballish and Kumar 2008).         

It is also instructive to examine the differences in temperature analyses provided by 
reanalysis products including the ECMWF Interim Reanalysis (reference) and the Japanese 25-
year Reanalysis Project (JRA-25, Onogi et al. 2007).  Reanalysis products are similar to 
operational NWP models and require a sequence of short-range forecasts (6-12 hours) to 
generate background information in a multivariate manner to generate a new analysis forward in 
time.  The model is run in hindcast mode ingesting all available historical observations providing 
complete spatial and temporal coverage in a gridded output format.  Figure 6.3 illustrates four 
seasonal looks at the reanalysis RMSD between the ERA-Interim and JRA25 and similar 
temperature uncertainty is found as with the operational products.  There are significant 
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differences and likely biases in the Southern Hemisphere likely associated with the handling of 
observations in the data assimilation schemes between ERA-Interim (4D-Var) and the JRA25 
(3D-Var).  While the models are frozen in the reanalysis process, the inclusion or deletion of 
various observation sets can lead to changes in the background model climatology leading to 
bias.         
 
6.2.4 Discussion from Langland et al. (2008) 

 
“Each analysis is an independent estimate of the ‘true temperature’, and it is assumed that 

each forecast or re-analysis centre produces temperature analyses that are equally likely 
representations of the ‘true temperature’. There is no definitive way to determine which analysis 
is closer to the truth, or to construct an analysis of the ‘true temperature’, because we do not have 
exact information about observation or analysis error. The actual uncertainty in current 
temperature analyses is likely to be even larger than the differences among available 
atmospheric temperature analyses shown here, because the various operational forecast centers 
use shared sets of observations, and the data assimilation procedures are based on similar 
methods.  

The least reliable temperature analyses are generally located over regions which have 
fewer radiosonde observations, including polar areas, oceanic regions, and developing nations, 
where accurate temperature monitoring is critical to quantify the effects of climate change. These 
results are consistent with Swanson and Roebber (2008), who found that differences in NCEP 
and ECMWF reanalysis 500 hPa heights are relatively large over the North Pacific Ocean, with 
effects on forecast skill into the medium-range. In a global context, satellite-based observations 
now provide the majority of information for tropospheric and stratospheric temperature. There 
are no regions of the globe that can today be considered ‘data-void’ or even ‘data-sparse.’ While 
there is no question that satellite observations have improved the quality of atmospheric analyses 
over previously data-sparse regions, it is evident that greater uncertainty in upper-air temperature 
analyses exists where satellite observations predominate, compared to regions with plentiful 
radiosonde observations.” 
 

6.3 Understanding the Evolution of Medium-Range Forecast Error 
 
6.3.1 Introduction:  extreme events phenomena 

 
The predictability of high-impact extreme weather events in the medium range (5-7 days) 

is a challenge for current operational NWP forecast systems and a focus of considerable research 
activities (Dee 2005).  There are several avenues available to improve the track and maximum 
intensity of an explosive extratropical cyclone including the following:  data assimilation 
technology, observation system enhancement, ensemble tools, model physics, and bias 
correction.  Regardless of the model’s predictive ability, the overall regime or atmospheric 
configuration will determine whether a given synoptic set up is highly or poorly predictable both 
locally and downstream (e.g. Hakim 2005; McMurdie and Casola 2009).   It then generally 
follows that forecast failures of extreme events are due to a combination of poorly predictable 
flow regimes with rapidly evolving or growing diabatic processes.  The archetypal 
conceptualization of poor predictability is associated with the extratropical transition of 
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recurving tropical cyclones, especially in the Western Pacific that later redevelop into powerful 
extratropical cyclones.   

Extratropical or midlatitude cyclones form as a result of baroclinic energy conversion 
processes over the midlatitude regions of both hemispheres.  They have a critical role in the 
meridional transport and exchange of heat, moisture, and momentum within the general 
circulation in which they are embedded.   Atmospheric predictability on a variety of scales is 
affected by extratropical cyclone development, which also represents an important 
teleconnection mechanism bridging the domain between large-scale climate and local weather.  
Shapiro et al. (1999) proposed that explosive cyclogenesis could be conceptualized as a nexus of 
interactions between large-scale and small-scale phenomena such as tropopause folding, jet 
stream dynamics, upper-level potential vorticity anomalies, moisture thermodynamics, and low-
level baroclinicity.   As a particularly intense example of explosive cyclone development, a 
warm-core seclusion is the mature stage of a marine extratropical cyclone typified by rapid sea-
level pressure falls, hurricane-force surface winds, dangerously large ocean waves, and an 
anomalously warm, eye-like inner-core structure at maturity (Shapiro and Keyser 1990).  

Eddy kinetic energy budgets (Orlanski and Sheldon 1995) and near-surface interfacial 
flux calculations demonstrated that the diabatic contributions from the warm-sector latent heat 
release, which is preconditioned through surface heat and moisture fluxes, phased with the 
favorable upper-level, large-scale flow regime and initiated explosive cyclogenesis.  The 
resulting magnitude and scale of the warm-core seclusion was intimately related to the extraction 
of available potential energy characterized by the asymmetric coupling of the incipient low-level 
vortex with the upper-jet stream.  Tropical cyclones that recurve poleward into the midlatitudes 
often undergo a process called extratropical transition (ET) and may reintensify into powerful 
extratropical cyclones.               

The extratropical transition (ET) of a tropical cyclone (TC) into a warm-core seclusion 
extratropical cyclone represents a considerable challenge to NWP forecasts as it encapsulates the 
same dynamical mechanisms associated with non-tropical cyclogenesis.  Several studies have 
shown that post-ET reintensification of TCs is also related to the phasing of the upper-level 
features of the midlatitude flow and determines the forecast evolution (Ritchie and Elsberry 
2007).  Furthermore, as a TC recurves into the midlatitude flow ahead of an upper-level trough, 
high amplitude Rossby-waves can radiate well downstream to near-hemispheric scales 
(Anwender et al. 2008; Harr and Dea 2009).  Similarly, Matthews and Kiladis (1999) 
demonstrated that during periods of enhanced convection in the Western Pacific warm pool, the 
midlatitude Pacific jet stream is stronger and extends further across the basin favoring an 
increase in baroclinic instability and cyclogenesis.  Anomaly correlation scores during ET and 
TC recurvature show significantly degraded forecast skill especially downstream of the event 
(Harr et al. 2008).  Suggested reasons include inadequate representation of the typhoon in the 
NWP model initial conditions (Evans et al. 2006), during the transition process and subsequent 
downstream propagation of eastward traveling wave packets (Hakim 2005).   

  
6.3.2 Diagnosis of forecast error 

 
Forecast skill has improved markedly during the past 20-years as demonstrated by 

operational model anomaly correlation (AC) scores for 500 hPa geopotential height.  Figure 6.4 
shows the significant climb in AC scores from the early-1980s to the present day for both 
hemispheres.  While the ECMWF continually outperforms the United Kingdom (UKMET) 
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model and the NCEP GFS, all models since the 1990s have shown improvement especially in 
the Southern Hemisphere as satellite observations and data assimilation procedures have 
advanced.  The accuracy of the ECMWF model for the global midlatitudes has improved in the 
past three-decades (Figure 6.5) especially in the medium range (~5 days) during the 1980s and 
1990s with a skill plateau seemingly reached in the recent decade.  However, with the recent 
improvement in the ECMWF IFS to a resolution of T1279, the plateau has seemingly been 
broken with skill achieved for 10-day deterministic forecasts for the Northern Hemisphere.  
Figure 6.5b highlights the 500 hPa geopotential height operational forecast skill at 10-days still 
above the 0.6 or 60% measure typically taken to be skillful.  ECMWF points out that the month-
to-month skill fluctuations are a result of the ongoing atmospheric variability.         

Five-day forecast skill is a function of geography and season especially when considering 
upper-troposphere geopotential height forecasts.  The ECMWF model absolute error in 5-day 
500 hPa height shows a gradient from the tropics, where variability is generally smaller except 
during tropical cyclones, to the mid- and high-latitudes where the major storm tracks exist.  
Northern Hemisphere winter forecast error is maximized in the Aleutian and Icelandic low 
regions as shown for the winter of 2009 (Figure 6.6a).  The same is true for the Southern 
Hemisphere cool season months with the Southern Ocean synoptic activity leading to higher 
average forecast errors (Figure 6.6b).  The day-to-day evolution of the forecast errors is therefore 
largely dominated by the higher-frequency synoptic activity.         

Forecast skill busts or “dropouts” are loosely defined as instances when the 500-hPa 
geopotential height anomaly correlation decreases far below the monthly mean (Ballis and 
Kumar 2008).  As an example, the period surrounding November 5, 2009 represents a drop-out 
for all the global forecast models in the Northern Hemisphere as demonstrated by AC scores 
(Figure 6.7).  The locus of the error is easily seen by averaging the “maximum” height errors for 
6-consecutive forecasts for the ECMWF model (Figure 6.8).  The positioning of several key 
synoptic features was clearly off in the Gulf of Alaska leading to extremely high forecast errors 
on the order of 500 meters.  A similar forecast dropout occurred in the Southern Ocean near New 
Zealand which may have been related to an observation handling issue but further examination 
would be required with sensitivity model runs to determine a link. 

The evolution of forecast error is a function of the analysis error, the intrinsic capabilities 
of the dynamics in the NWP model, as well as the evolution of the regime or flow configuration.  
Aspects of the translation of error is easily seen in a Hovmueller-type plot of latitudinally 
averaged absolute 5-day forecast error for the Northern Hemisphere midlatitudes (Figure 6.9; 
35°-60°N).  The times on the y-axis correspond to the verification time of the forecast.  In early 
November in the days surrounding the forecast dropout, very high 5-day forecast errors (~500 
meters) are longitudinally elongated and temporally spread out.   Six consecutive ECMWF 
forecast cycles are produced in sequence with the 5-day error seen as a dipole pattern indicative 
of the misplacement of synoptic features and/or errors in magnitude (Figure 6.10).  There are 
also indications of additional downstream errors over North America and into the North Atlantic.  
Since these are 5-day forecasts of "average" absolute error, the origin of the forecast error is 
likely upstream.   

The THORPEX Interactive Grand Global Ensemble (TIGGE) is a “key component of the 
World Weather Research Programme project to accelerate the improvements in the accuracy of 
1-day to 2-week high-impact weather forecasts” (Park et al. 2008).  TIGGE is an archive of 
many operational modeling centers’ ensemble prediction systems output including NCEP, 
ECMWF, and the UK MetOffice extending from October 2006 until present.  These ensemble 



163 
 

systems are designed to help diagnose the uncertainties in weather forecasts resulting from 
observation, boundary condition, and data assimilation assumptions and issues.  Hovmueller 
diagrams of ensemble spread or the standard deviation of the geopotential height of the 50 
ECMWF ensemble members (Figure 6.11a) demonstrate the transitory behavior of error 
features.  The latitudinal average of 35°-60º N represents the midlatitude waveguide.  Areas of 
large ensemble spread can be thought of as signals of dynamical sensitivity where relatively 
large forecast errors may develop.  The largest ensemble spread during the end of October and 
early November is associated with the extratropical transition and downstream development 
associated with Typhoon Lupit as demonstrated in one snapshot of a forecast verifying during 
the period of maximum spread (Figure 6.11b).  Dynamic tropopause (DT) maps (Figure 6.12) 
depicting potential temperature on the 2 PVU surface are useful for diagnosing vertical motion 
and areas of non-conservation of potential vorticity associated with jet streaks, upper-level 
fronts, and other dynamical features (Hoskins and Berrisford 1988).  The 5-day ECMWF 
forecast of the dynamic tropopause (Figure 6.12a) shows a strong cyclonic rollup on the DT as 
the eastern tail of an omega-block shaped North Pacific ridge.  The verifying analysis (Figure 
6.12b), however, does not develop the cyclonic circulation downstream of the extratropically 
transitioning Lupit. 

Recently, Harr et al. (2008) showed that NWP forecast predictability decreased markedly 
during and following an extratropical transition (ET) event in the western North Pacific.  As 
shown with the ECMWF and NCEP GFS ensemble prediction systems, the model spread 
increased especially downstream of the decaying tropical cyclone as it entered the midlatitudes.  
The follow up study of Anwender et al. (2008) demonstrated that forecast model skill in the 
North Atlantic also was impacted by the ET event which portends downstream impacts on near-
hemispheric scales.  The process of downstream development and energy dispersion is described 
in the above papers as well as the work of Orlanski and Sheldon (1993).        

Situations with cut-off low development due to equatorward Rossby wave-breaking also 
represent flow regimes which may be particularly difficult to forecast.  A comparison of 
extratropical cyclone tracks from the NCEP and ECMWF Ensemble Prediction Systems (EPS) 
showed that track positioning was more accurately predicted than intensity (Froude et al. 2007).  
The best ensemble member’s skill was found to be significantly higher than the control forecast 
in terms of both intensity and tracks of extratropical cyclones.  The ensemble intensity and track 
spread was significantly larger in the Southern Hemisphere as opposed to the Northern 
Hemisphere, as one would expect.   

There is considerable value in understanding what regimes or evolving features are most 
likely to result in higher than normal forecast error, and in general ensemble spread.  By further 
examining the relationships between ensemble spread, analysis uncertainty, and forecast error 
within the operational model context on a variety of atmospheric vertical levels, it is more likely 
that the sources of error can be ameliorated.   

 
6.4 Summary and Future Research of Analysis and Forecast Error 
 
Large forecast errors are often associated with large initial condition uncertainty, given 

that atmospheric analyses are only estimates of the hypothetical “true state” of the atmosphere.  
Over oceanic regions, atmospheric analyses have relatively large uncertainty (Langland et al. 
2008), since they are primarily constrained by remotely-sensed satellite observations, whose 
error properties are not as well-known as those from in-situ instruments such as land-based 
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radiosondes.   It has long been speculated that analysis uncertainty over dynamically active 
regions such as the North Pacific may cause decreased forecast skill downstream in the medium 
range (Gelaro et al. 1998). Recently, Swanson and Roebber (2008) showed that downstream 
forecast error growth is a function of both errors in the unknowable flow-dependent analysis as 
well as specific NWP model shortcomings.  They found that analysis errors or uncertainty and 
ensemble spread, a tool used in the operational forecast setting, are independent implying that 
the impact of these two quantities on future forecast error is additive.  The authors utilized long-
period MRF/NCEP reforecast ensembles (15-members) run at 00Z each day from 1979-2010 
(present) (Hamill and Whitaker 2007) to diagnose this signal of downstream error growth, which 
is difficult to assess since forecast uncertainty is a function of both error in the “unknowable 
flow-dependent” analysis or truth and forecast error.     

In addition to extreme events such as the extratropical transition of tropical cyclones and 
warm-core seclusion development, it is hypothesized that there are other flow-regimes associated 
with reduced medium-range predictability.  To investigate this question, it is important to first 
develop a comprehensive and meaningful way to diagnose and categorize regimes according to 
the phase, magnitude, and rarity of the upper-level flow configuration.  McMurdie and Casola 
(2009) used a hierarchical clustering technique to correlate NWP model skill with four distinct 
upper-level flow shapes or patterns in order to examine potential sources of short-term forecast 
errors affecting Northwest United States surface temperature and sea-level pressure of North 
America.  The algorithm was applied to 500-hPa geopotential height as a proxy for the four 
distinct upper-level flow regimes.  While the clustering methodology identifies flow-pattern 
shapes, it is not able to account for the intensity or magnitude of gradients between transient 
cyclones and anticyclones  

To further the efforts of McMurdie and Casola (2009), it is proposed in a National 
Research Council (NRC) Research Associateship Proposal (Maue 2009) to use long-period 
reanalysis datasets in order to extract the mean, variance, and distribution of various parameters, 
including geopotential height, thickness, and eddy kinetic energy, which are important to 
synoptic variability and predictability on time scales longer than 48-hours.  In addition to 
analysis of the climatological record, it is important to recognize that the weather due to 
midlatitude features over a given location can rapidly evolve.  This “normalized climatology 
distribution” technique as described later that can be combined with traditional anomaly 
correlation procedures to develop a spatial and temporal mapping of climatologically error-prone 
regions.  Forecasts and analyses from the Navy Operational Global Atmospheric Prediction 
System (NOGAPS) during at least the past 6-years will be required to create a large-enough 
sample of forecast verification events to generate statistically significant normalized anomaly 
correlation distribution composites over the North Pacific.  In addition, it is critical to compare 
the NOGAPS forecast and analysis products with other NWP centers’ models including 
ECMWF and NCEP GFS.  It is expected that extreme events associated with cyclones and strong 
meridional flow patterns will comprise many cases of low forecast model skill, but the 
breakdown of persistent features such as blocks and cut-off lows may also lead to dynamically 
sensitive areas and forecast skill dropouts.      

To diagnose the effects of initial condition uncertainty and the impact of observations on 
forecast skill, future work will involve the usage of adjoint-based procedures developed at NRL 
(Langland and Baker 2004).  These methods can quantify the impact of all observations 
assimilated by the data assimilation procedure (NAVDAS).  It is currently used for short-range 
(~24hr) forecasts, and work is ongoing to extend the useful range of this technique into the 
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medium-range.  Adjoint sensitivity analyses have been used to explain dynamical aspects of 
extratropical cyclone intensity changes with respect to explosive baroclinic processes including 
the role of latent heat release (Langland et al. 1996).  The adjoint “sensitivity” patterns 
demonstrate the utility of the procedure to identify relatively small initial perturbations or 
uncertainties in localized, highly-sensitive regions can have relatively large effects on forecast 
outcome.  
 

6.5 Developing Techniques to Analyze Errors and Flow Regimes Associated with 
High Medium-Range forecast error 

 
A normalized anomaly framework is presented for both historical atmospheric reanalysis 

and coupled-climate model output as defined by Hart and Grumm (2001).  Extreme events such 
as cut-off low pressure systems, tropical cyclones, mid-tropospheric heat pools, and warm 
seclusion extratropical cyclones are assessed against the backdrop of an evolving climatology.  
Phenomena such as tropical cyclones undergoing extratropical transition or equatorially-
migrating cut-off low pressure systems exemplify highly anomalous atmospheric states for a 
�J�L�Y�H�Q�� �W�L�P�H�� �D�Q�G�� �V�S�D�F�H���� �� �8�V�L�Q�J�� �U�H�D�Q�D�O�\�V�L�V�� �G�D�W�D�V�H�W�V���� �D�� �P�H�D�Q�� �V�W�D�W�H�� �������� �D�Q�G�� �V�W�D�Q�G�D�U�G�� �G�H�Y�L�D�W�L�R�Q�� ���1����
about that mean is defined for a given field (X) such as 500 hPa temperature or geopotential 
height (Equation 6.1).  The normalized anomaly (N) can be calculated using running means of 
21-days and time periods of 30-60 years depending on the length of the reanalysis dataset.  For 
the JRA25 reanalysis, a 30-year period is chosen with 4-times daily analysis and a 21-day 
running mean creating a pool of 2430 grids to process for the mean and standard deviation.  The 
NCEP-NCAR reanalysis (Kalnay et al. 1996) has gridded data since 1948.  Scalar fields that 
have relatively normal or Gaussian distributions are readily converted into normalized anomalies 
and include sea-level pressure, mid- and upper-tropospheric temperature, geopotential height, 
and wind speed.   

 
6.1   N = (X-�������1 

 
There are significant advantages to utilizing normalized anomaly approaches for 

comparisons of atmospheric fields over long time periods.  The evolving background 
climatology is accomplished with the centered or running means and overcomes the limitations 
of using strictly monthly means.  The background thus evolves spatially and temporally and 
allows for synoptic scale analysis and objective characterization of extreme events in a historical 
context.  Nevertheless, a data record of 30 or 60 years is still insufficient to historically compare 
tropical cyclones which are extreme anomalies against the background and contaminate or 
dominate temporally averaged calculations as recently shown by Swanson (2009).  Another 
disadvantage is that skewed distributions or atmospheric variables with long-tails like surface 
temperature and precipitable water will not be adequately characterized using the normalized 
anomaly framework.       

 
6.5.1 Examples of phenomena objectively characterized by normalized anomalies 

 
(1)  Storm of the Century (March 1993).  Mid-tropospheric temperature and geopotential 

height (500 hPa) are shown for the incredibly intense Gulf of Mexico cyclogenesis event dubbed 
the Storm of the Century (SOC, Figure 6.13).  An intense (< -4 sigmas) cut-off low pressure 
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depression is situated north of the Hawaiian Islands as seen as a cold-core temperature anomaly 
(Figure 6.13a) at 500 hPa and a height minima (Figure 13b).  Cut-off lows are easily diagnosed 
by searching the historical reanalysis for situations where cold-core height minima are co-located 
(Maue and Hart 2007).   The warm-sector or ridge downstream of the SOC is easily compared 
against the cold-sector associated with the treble clef tropopause folding.   

(2)  Recurvature and extratropical transition of tropical cyclones (Figure 6.14: Typhoon 
Tokage 2004).  Several mid-troposphere features are apparent in the mid-autumn synoptic setup 
including Typhoon Tokage in the Western Pacific, two strong cut-off lows, downstream ridging 
in the North Pacific, as well as a strong continental trough over the southeast United States.  The 
warm core of Tokage shows up well in the mid-troposphere temperature (Figure 6.14a) and 
height (Figure 6.14b) anomaly maps compared to the cold-core cut-off lows northwest of Hawaii 
and in the eastern Pacific.  The configuration of the cut-off low east of Tokage is a good example 
of equatorward Rossby wave-breaking (Orlanski and Sheldon 1993, Harr et al. 2008) and 
represents the anomalous intrusion of midlatitude air into the subtropics.  The coincident IR 
satellite imagery shows the dynamical components of the large-scale circulation and interactions 
well (Figure 6.14c).           

(3) Warm pools associated with extratropically transitioned tropical cyclones 
(SupterTyphoon Dale 1996 and Hurricane Wilma 2005): During a three-week period in 
November 1996, Dale tracked along the subtropical high, interacted with the midlatitude 
baroclinic zone and strong subtropical jet stream, and rapidly reintensified into a powerful 
extratropical cyclone after extratropical transition (Kelsey and Bosart 2006).  The northward 
track of Dale is not typical of transitioning typhoons which tend to take an easterly course after 
reaching 45°-50°N latitude.  An incredible poleward flux of tropical air defined as a heat pool 
(McTaggert-Cowan et al. 2007b) associated with Dale crossed the North Pole and abutted 
Greenland clearly underlying the hemispheric impacts of the cyclone.  Normalized anomalies of 
300 hPa temperature clearly outline the anomalous nature of the poleward advected warm pool 
(Figure 6.15a).  A similar situation occurred with the recurvature of powerful Category 5 Wilma 
in 2005 and its western North Atlantic upper-level warm pool (Figure 6.15b).  Further research is 
suggested to understand the interactions between heat pools on longer time scales and link 
tropical cyclone existence and decay to the modulation of large-scale climate.   

The evolution of warm pools is truly hemispheric in scale as exemplified by a 
Hovmueller plot of 300 hPa upper-level temperature normalized anomalies (Figure 6.16).  Three 
hurricanes are labeled that advected tropical air poleward:  Katrina, Maria, and Wilma.  The 
longitudinal extent is large and long-lasting on the order of a week or more.  The evolution of the 
tropical warm pool associated with Katrina was described by McTaggert-Cowan et al. (2007a).  
Future research on the climate memory of warm pools is suggested.  

At the surface, tropical cyclones are easily identified by extreme anomalies in sea-level 
pressure (SLP).  Against the normally high background pressures of the tropics, a passing TC 
will not only make a large imprint upon the large-scale circulation, but leave behind a cold-SST 
wake for instance (e.g. Hart et al. 2007).  As with the warm pools, a normalized anomaly 
Hovmueller plot is used to analyze SLP in an average latitude band of 5°-25° N across the North 
Western and Eastern Pacific and North Atlantic TC basins (Figure 6.17).  A series of 4 
consecutive years is chosen from 1994 to 1997 with emphasis on the active TC months of July – 
November.  These years highlight the change in basin activity in the Eastern Pacific and North 
Atlantic after the 1994 season, and the effects of the extreme El Niño of 1997.  A companion set 
of normalized anomaly plots are combined with the swath approach used in Chapter 3 to show 
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the characteristics of individual tracks during the same 4 TC seasons (Figure 6.18).  Here the 
swath map is constructed using the minimum normalized anomaly of SLP at each grid point in 
the tropical basins.  Furthermore, the usage of relative vorticity could easily track African 
Easterly Waves in this manner.  Considerable further research is anticipated with variations of 
this methodology as higher-resolution NWP reanalysis and operational models become 
available.  One such possibility is application of normalized anomaly techniques to the ECMWF 
Ensemble Prediction System (EPS).   

           
6.5.2 Application of normalized anomalies to climate model scenario output 

 
With the production of a variety of climate model scenarios associated with global 

warming research, datasets are available to apply normalized anomaly techniques in order to 
diagnose anomalous or extreme events against the evolving background climatology.  This is 
critical since specific climate model scenarios with dramatic atmospheric warming due to carbon 
dioxide increase may completely reconfigure the location and magnitude of storm tracks.  More 
simply, a typical midlatitude monthly mean 500 hPa temperature or geopotential height in the 
year 2030 may be very cold compared to the same location in 2070 according to the climate 
model.  

ECHAM5 simulated climate model output from the A1B emission scenario was obtained 
from the World Data Center for Climate, Hamburg (CERA) at 6-hourly temporal resolution.  
Monthly means of 500 hPa geopotential height were calculated for 2 separate 30-year periods 
from 2001-2030 and 2061-2090 (Figure 6.19 a,b).  The difference between the 2-time periods is 
on the order of 100 meters and demonstrates the poleward migration of the midlatitude storm 
track (Figure 6.19c).  The background has changed considerably with approximately 10% higher 
heights at 500 hPa in the 2061-2090 slice.  Normalized anomalies of temperature and height at 
500 hPa were constructed for October and November of 2077 based upon the background 
climatology developed between 2061-2090 with 21-day centered means.                  

With an evolving climatology normalized anomaly framework, the frequency, intensity, 
and distribution of anomalous or extreme events can be quantitatively analyzed.  Results from 
ECHAM5 for a simulated period (2077) indicate many extreme events that deserve future 
exploration similar to those described in previous sections.  Hovmueller diagrams of the 
simulated climate normalized anomalies of temperature and height at 500 hPa show many cut-
off low pressure depressions, tropical cyclones, troughs and ridges along a subtropical latitudinal 
band (Figure 6.20).  Prior to the snapshot of 500 hPa geopotential height (Figure 19a) and 
temperature (Figure 6.21b) on October 25, 2077, a powerful model-generated typhoon 
underwent extratropical transition and contributed to the highly-amplified downstream long-
wave pattern.  The configuration of ridges and troughs is typical of downstream Rossby-wave 
responses to tropical convection and extratropically transitioning tropical cyclones (Hakim 2003; 
Chang 2005). 

 
6.6 Development of a Distribution Technique with Reanalysis Datasets 

 
 With the availability of large gridded reanalysis datasets, the normalized anomaly 

technique can be simply adapted to a distribution approach in which percentiles are calculated 
for a given atmospheric field.  The significant advantage to a distribution approach is to account 
for fields such as surface temperature which have long-tails or extreme values.  A window of 21-
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days can be centered upon a given date to generate the number of samples for the creation of the 
distribution.  An obvious disadvantage concerns long-lived extreme events which will 
necessarily dominate the tails especially with surface temperature.  

 Figure 6.22 demonstrates the applicability of the distribution technique for 2-meter 
minimum temperature from the NCEP-NCAR Reanalysis.  A 21-day centered mean is applied to 
each synoptic time with 60-years (1950-2009) of data accumulated to generate the distribution.  
Since the temperatures vary during greatly during the day, only the same synoptic times (e.g. 
06Z) are included.  This restriction reduces the number of samples available by three-quarters.   
The coldest areas during the past 60-years will be depicted as regions of sub-1% shading as 
exemplified as the large pool of Arctic air descending into the southeast United States (Figure 
6.22).  The intrusion of the Arctic air mass into the Caribbean is truly remarkable and is a record 
event as defined by the minimum 2-meter temperature recorded in the 60-years of the 
distribution.  It should be noted that while record cold exists at a given location, concomitant 
anomalous warmth exists somewhere on the globe as well. 

 

 

 

 

 

 

 

 

 

 

 

 



169 
 

 

Figure 6.1:  Operational forecast model analysis differences (RMSD) for 500 hPa temperature 
(K) January – December 2009 (12-hourly) for GFS and ECMWF deterministic models.  Jan – 
Dec 2009 12 hourly RMSE.  
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Figure 6.2:  In situ observation coverage for April 1, 2009 from the Historical Unidata Internet 
Data Distribution (IDD) Global Observational Data that are readily ingested into data 
assimilation systems of global operational forecast and reanalysis modeling systems.  Buoy and 
ship (red open squares), surface stations (gray solid squares), and radiosonde or sounding 
stations (open blue circles).  Data available and downloaded from 
http://dss.ucar.edu/datasets/ds336.0/.    
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Figure 6.3:  Reanalysis comparisons between JRA25 and ERA-Interim for 500 hPa Temperature 
(K) root mean square difference (RMSD) for three month periods (a) September – November 
2008 (b) December 2008 – February 2009 (c) March – May 2009 and (d) June – August 2009.  
Figure similar to Langland et al. (2008) their Figure 3. 
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Figure 6.4:  Operational numerical weather prediction model forecast accuracy for the past 25 
years:  500 hPa geopotential (Z) anomaly correlations for the (a) Northern Hemisphere middle 
latitudes from 20º to 80º N and (b) Southern Hemisphere middle latitudes from 20º to 80º S.  
Image from the NCEP/EMC global model performance statistics website:  
http://www.emc.ncep.noaa.gov/gmb/STATS/STATS.html 
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Figure 6.5: (a) Accuracy of ECMWF deterministic global model for the Northern and Southern 
Hemisphere extratropical latitudes.  The increase in anomaly correlation for 500 hPa 
geopotential height is demonstrated for 2-day (red) and 5-day (blue) forecasts from 1980 to 
2009.  Monthly figures are shown along with 12-month moving averages.  Image from the 
ECMWF Autumn 2009 Newsletter located at http://www.ecmwf.int/publications/ 
newsletters/pdf/121.pdf  (b) Monthly mean (blue) and 12-month running mean (red) of the 
forecast range at which the anomaly correlation for 500 hPa geopotential height for operational 
forecasts falls below 60% for the extratropical Northern Hemisphere.  Image from the ECMWF 
news page of March 12, 2010 "Landmark in Forecast Performance" located at 
http://www.ecmwf.int/publications/cms/get/ecmwfnews/1268389540174.   
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Figure 6.6: 500 hPa geopotential height 5-day forecast error (average magnitude, meters) for 12-
hourly forecasts of the ECMWF deterministic model for (a) December 2008 – February 2009 
and (b) September – November 2009. 
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Figure 6.7: Global forecast model 500 hPa geopotential height anomaly correlation for the 
Northern Hemisphere for November 2009 highlighting the forecast dropout around November 5, 
2009 for all models. 
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Figure 6.8: ECMWF global forecast maximum absolute error (meters) in 500 hPa geopotential 
height for 6 consecutive 5-day forecasts (120-hours) verifying on November 4, 2009 00Z to 
November 6, 2009 12Z.   
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Figure 6.9:  Northern Hemisphere midlatitude absolute 5-day (120-hour) geopotential forecast 
error (meters) for the ECMWF deterministic model.  Times correspond to the verification time 
of the forecast with latitudinal averaging from 35-60N.   
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Figure 6.10:  ECMWF 5-day forecast error (meters) in 500 hPa geopotential height for 
consecutive forecasts (a) November 4 00Z (b) 12Z (c) November 5 00Z (d) 12Z (e) November 6 
00Z and (f) 12Z.   
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Figure 6.11:  ECMWF Ensemble Prediction System 500 hPa geopotential height (a) standard 
deviation or spread for the 50-EPS members (shaded, meters) latitude averages from 35-60N.  
Times represent verification of the 5-day forecasts.  (b) Same as (a) except for snapshot for 
forecast verifying October 29, 2009 12Z.  Note the different color shading. 
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Figure 6.12:  ECMWF deterministic dynamic tropopause potential temperature on the 2 PVU 
surface for (a) 120-hour forecast initialized on October 24, 2009 12Z and verifying analysis (b) 
at October 29, 2009 12Z.   
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Figure 6.13:  JRA25 normalized anomalies (sigmas) of 500 hPa (a) temperature and (b) 
geopotential height at 06Z March 14, 1993.   
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Figure 6.14:  JRA25 normalized anomalies (sigmas) associated with Typhoon Tokage at 00Z 
October 15, 2004 for 500 hPa (a) temperature and (b) geopotential height and (c) a coincident 
infrared image from geostationary satellites.     
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Figure 6.15:  JRA25 normalized anomaly (sigma) of 300 hPa temperature for November 16, 
1996 00Z for (a) extratropically transitioned Typhoon Dale (1996) and (b) transitioning 
Hurricane Wilma at 00Z October 26, 2005.   
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Figure 6.16:  Hovmueller plot of JRA25 normalized anomalies of 300 hPa temperature for 
August - October 2005 for the North Atlantic latitudinally averaged from 30°-45°N.   
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Figure 6.17:  Hovmueller plots of sea-level pressure normalized anomalies (shaded, sigmas) 
latitudinally averaged from 5° - 25°N for (a) 1994 (b) 1995 (c) 1996 (d) 1997.   
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Figure 6.18:  Sea-level pressure normalized anomalies (shaded, sigma) minimum grid-point 
values for the period July 15 to November 1 of (a) 1994 (b) 1995 (c) 1996 (d) 1997.   
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Figure 6.19:  ECHAM5 (A1B) climate model output 500 hPa geopotential height (meters) 
averaged for October 1 (a) 2001-2030 and (b) 2061-2090.  October 1, 2001-2030, and 2061-
2090.  (c)  The difference between the two 30-year averaged time periods (meters) with the later 
time period subtracting the earlier.   
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Figure 6.20:  Normalized anomaly Hovmueller diagrams of ECHAM5 (A1B emission scenario) 
climate model output for 500 hPa (a) temperature and (b) geopotential height for October 1 – 
November 17, 2077.  The background climatology is based upon 21-day centered means of 30-
years of data from 2061-2090.  Latitudinal averages are computed from 30°-35°N to highlight 
cold-core cut-off low depressions. 
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Figure 6.21:  Normalized anomaly snapshot of ECHAM5 (A1B emission scenario) climate 
model output for 500 hPa (a) temperature and (b) geopotential height at X time 2077.   
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Figure 6.22: NCEP-Reanalysis distribution percentiles of 2-meter minimum temperature for 
January 8-15, 2009 at 06Z each instance.  A centered mean is applied to 60-years (1950-2009) of 
data at specific synoptic times.   
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CHAPTER SEVEN 

TROPICAL CYCLONES A ND CLIMATE  

 

7.1 Introduction 

 
Since 1995, the North Atlantic basin has experienced considerably enhanced hurricane 

activity in terms of frequency, intensity, and duration (Goldenberg et al. 2001; Emanuel 2005).  
On the heels of the exceptionally active 2004 and 2005 NATL hurricane seasons and Hurricane 
Katrina in August 2005, two high-profile studies appeared in the prestigious Science and Nature 
journals discussing the impacts of increasing sea-surface temperature (SST) on tropical cyclone 
(TC) frequency and intensity during the past 30-40 years.  Webster et al. (2005) and Emanuel 
(2005) both utilized the best-track datasets from the National Hurricane Center (NHC) and Joint 
Typhoon Warning Center (JTWC) and various SST datasets to describe the apparent increase in 
intense TCs (Category 4 and 5) and TC power in the past 30-years.  Immediately after, a series 
of papers (e.g. Landsea et al. 2005) questioned the validity of the best-track intensity 
measurements for long-term climate studies finding that many TCs may not have been 
accurately estimated using the methods at the time.  In the following few years, a vibrant and 
vigorous debate continued on about the quality of global best-track data, the connections with 
global warming and climate change, as well as interpretations of climate modeling output in 
terms of intensity and frequency changes in a warming world.      

A recent review article by Knutson et al. (2010) in the new Nature Geosciences journal 
brought together several researchers who had held diverging views in order to build a consensus 
report on tropical cyclones and climate change.  The goal was also to update the statements in 
the Intergovernmental Panel on Climate Change (IPCC) fourth assessment report (AR4, 
Solomon et al. 2007).  As with the recent record global TC inactivity (Maue 2009), considerable 
interannual variability in frequency and intensity make trend attribution studies very difficult 
with our current datasets.  Knutson et al. highlighted this uncertainty in attributing past changes 
in TC to anthropogenic causes since the natural variability is so large.  Since the best-track 
datasets are primarily a result of real-time operational intensity and position estimates, their 
accuracy and completeness have varied considerably during the past century.  With the launch of 
geostationary satellite coverage in the 1970s, much global monitoring of tropical cyclones is 
accomplished through Dvorak satellite methods (Velden et al. 2006).  At times in the past, 
aircraft reconnaissance missions have sampled TC structure and directly measured intensities, 
but not until 2007 with the advent of the Stepped Frequency Microwave Radiometer have 
comprehensive surface wind observations been of high quality (Rappaport et al. 2009).   

The IPCC AR4 concluded: "It is more likely than not that anthropogenic influence has 
contributed to increases in the frequency of the most intense tropical cyclones (Solomon et al. 
2007)."  However, Knutson et al. did not draw such a conclusion and summarized: "Specifically 
we do not conclude that there has been a detectable change in tropical cyclone metrics relative to 
expected variability from natural causes, particularly owing to concerns about limitations of 
available observations and limited understanding of the possible role of natural climate 
variability in producing low frequency changes in the tropical cyclone metrics examined."  
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Knutson et al. conclude that it is "more likely than not that global tropical storm frequency will 
decrease and more likely than not that the frequency will decrease and more likely than not that 
the frequency of the more intense storms will increase in some basins."  Another recent 
assessment report under the auspices of the United States Climate Change Science Program 
(Karl et al. 2008) concluded that it is "very likely that human induced increase in greenhouse 
gases has contributed to the increase in sea surface temperatures in the hurricane formation 
regions", and the "Power Dissipation Index in the North Atlantic is substantial since 1970, and is 
likely substantial since the 1950s and 60s, in association with warming Atlantic sea surface 
temperatures," and that "it is likely that the annual numbers of tropical storms, hurricanes and 
major hurricanes in the North Atlantic have increased over the past 100 years, a time in which 
Atlantic sea surface temperatures also increased."  Knutson et al. did "not assign a "likely" 
confidence level to the reported increases in annual numbers of tropical storms, hurricanes and 
major hurricanes counts over the past 100 years in the North Atlantic" nor did they find that the 
Atlantic Power Dissipation Index increase since the 1950s is likely substantial.   

This chapter contains research that was conducted prior to the new assessment or 
consensus described in Knutson et al. (2010) but the conclusions throughout are qualitatively the 
same.  Indeed, using well-accepted metrics of TC activity, it will be shown that there is 
considerable interannual variability and large amplitude changes in intensity, frequency, and 
duration of storms.  Accepting the best-track data records as is, we make no attempt to correct 
for heterogeneities.  We do however discuss problems in using current and past atmospheric 
datasets in trend attribution studies.  One advantage of integrated metrics over frequency or 
counts is that errors in TC intensity estimates are likely randomly distributed yet considerable 
reanalysis of the best-track records must be done.  It is a goal to introduce and expound upon the 
two-pronged problem of understanding a TC's role in climate and how the large-scale climate 
modulates TC activity on weekly to monthly time scales and longer.  Several published 
manuscripts have resulted from this work. 

 
7.2 Tropical Cyclone Activity Metrics 

  
Two analogous metrics have been utilized in the literature to describe the increase in TC 

accumulated cyclone energy (ACE; Equation 7.1) and power dissipation (PD; Equation 7.2) 
which combine or convolve the intensity, frequency, and duration of season TC observations.  
ACE first appeared in the State of the Climate report for 1999 (Bell et al. 2000) and integrates 
the square of the one-minute maximum wind speed for each 6-hourly tropical storm observation 
while the PD index (PDI; Equation 7.3) utilizes the cube of the wind speed.  Emanuel (2005) 
estimated the overall PD which includes information of the TC wind field or size by simply 
using the cube of the wind speed (instead of square as with ACE) and defined this estimate as the 
power dissipation index (PDI).  In the North Atlantic, Emanuel (2005) showed that the PDI 
doubled during the past 30-years using TC best-track records.   

The ACE and PDI metrics are convolutions of TC frequency, intensity, and duration as 
reported in the historical record.  For a meaningful analysis of past TC activity, the three 
parameters must be accurately measured and reported in the historical best-track analysis of past 
storms.  Especially prior to the initiation of global satellite coverage of the world’s oceans, 
aspects of the TC climatology have likely been misreported, including missing storms and poor 
intensity estimates (Landsea et al. 2006).  Nevertheless, even with the data issues associated with 
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the TC database, the integration of a season’s worth of lifecycles in the PDI or ACE calculation 
necessarily means that the duration component must dominate (Maue and Hart 2007).     

 
7.1   

 
7.2 

 
 

7.3 
  
 
The integral of the power dissipation (PD) is dominated by the duration component 

(Maue and Hart 2007) especially over a season or year in which hundreds of cyclone positions 
are accumulated.  Yet as demonstrated in several basins including the North Atlantic (NATL, 
Kossin and Vimont 2007) and the Western North Pacific (WPAC, Camargo and Sobel 2005), 
there may be meaningful and significant relationships or correlations between intensity and 
duration due to the genesis location and track (Kossin and Camargo 2009).  The former study 
noted the prevalence of long-lived, intense Cape Verde hurricanes in the NATL during periods 
when the Atlantic Meridional Mode (AMM) persisted in a strongly positive phase during the 
summer months.  The latter study, among others, showed that intense, long-track typhoons 
developed closer to the International Dateline during El Niño summers, which similarly allowed 
for very-high PDI or ACE per storm as in the positive AMM situation in the NATL.  In the past 
decade, research has attempted to hone in on the climate mechanism(s) responsible for this step 
increase in NATL hurricane activity since 1995.  Goldenberg et al. (2001) published a highly 
visible Science article that posited the role of the Atlantic Multidecadal Oscillation (AMO) in 
describing the cyclical nature of active hurricane periods and decadal SST evolution in the basin.  
Conversely, a series of high-profile studies have suggested that the upward trend in tropical sea 
surface temperatures (SSTs) is caused by global warming and is directly related with the increase 
in NATL TC activity.   

In 2007 and 2008, several studies injected additional uncertainty into the body of TC and 
climate change research, which can be broadly categorized as either modeling or observationally 
based.  In the latter category, Kossin et al. (2007) utilized 25 years of geostationary satellite data 
to objectively re-analyze the world’s TCs in an effort to bypass the historical best track datasets, 
which have been shown to be of increasingly questionable quality especially when 
reconnaissance flights are absent.  The results confirmed the upward trend in NATL hurricane 
frequency and intensity as shown in the observational studies of Webster et al. (2005) and 
Emanuel (2005) but failed to show similar increases in other basins.  Thus, the paper was 
heralded by many as a dissenting contribution to the human-caused global warming research.  
Proponents of a linkage attacked the methodology of Kossin et al. (2007) which was based upon 
Empirical Orthogonal Function (EOF) training of the objective Dvorak technique.  However, in 
September 2008, a new study (Elsner et al. 2008) used a variant of the objective geostationary 
cyclone database in which they only examined the maximum intensity during the cyclone 
lifecycle.  Quantile regression procedures were applied to the resulting time series and also 
correlated with increasing SST.  The main conclusion was that the strongest of Indian Ocean and 
North Atlantic storms are indeed getting stronger due to global warming; however several 
assumptions are made which may not lead to such general conclusions.  Briefly in the modeling 
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category, the large-scale climate simulation scenario efforts of Knutson et al. (2008) and 
Emanuel et al. (2008) BAMS reported results that did not agree with the drastic increases 
extrapolated from the observational studies.        
 

7.3 Validity of the Power Dissipation Index 
 

To date, the power dissipation index (PDI) metric has not been independently validated 
nor confirmed as an accurate estimation of the entire two-dimensional wind-field calculated 
power dissipation (PD, Emanuel 2005).  The difficultly with this validation procedure is due to 
the availability of accurate and high-spatial resolution surface wind fields in strong TCs.  First, 
Sriver and Huber (2006) attempted to use coarse reanalysis data surface winds, specifically the 
European Centre for Medium-Range Weather Forecasting 40-year Reanalysis (ERA40) with 
1.125° grid spacing, to generate a long time-series of yearly PD for the globe and individual 
basins.  This time series was also very closely correlated with NCEP-NCAR Reanalysis (NNR; 
2.5° grid spacing) as well as various SST datasets (Figure 7.1).  The authors reported robust and 
remarkable correlations buttressed by support from Dr. Kerry Emanuel in an unpublished 
Critique of “Can We Detect TCs” by Landsea et al. (2006) which appeared in Science on July 
28, 2006.  Emanuel writes:    

 
The second result overlooked by Landsea et al. is a paper by Sriver and Huber (2006), 

which uses re-analysis data to estimate TC power dissipation.  Very little, if any, of the criticized 
“best track” TC data is used in the re-analysis technique, yet the results of this exercise, when 
normalized by the variance of the re-analyzed TC intensities, are very close to those reported by 
Emanuel (2005) based on an adjusted best-track data set.  Although both the best-track data and 
the re-analysis TCs can be criticized on different grounds, it would be a startling coincidence

 

 if 
they yielded the same result by accident.    

In a comment to Geophysical Research Letters, Maue and Hart (2007) pointed out that 
Sriver and Huber (2006) largely failed to examine the quality of the TC representation in the 
reanalysis data and the authors’ claims made in a press release issued by Purdue University were 
incorrect.  Maue and Hart (2007) repeated their data analysis and found that several of their 
conclusions were overstated and indeed it was not a startling coincidence that the reanalysis data 
and best-track data derived PDI overlapped.  As shown in Figure 7.2, normalized PD time series 
for each of two different reanalysis (JRA25, NNR) products nearly overlap during the satellite 
era (since 1979) with the best-track estimated PDI (red).  In the response to the comment, Sriver 
and Huber (2007) simply compared the ERA40 and PDI time series correlations before and after 
the satellite era, and upon finding significant differences, suggested that the ERA40 data indeed 
provided accurate long-term estimations of power dissipation.  This finding was supposed to 
prove that the ERA40 dataset indeed was able to adequately resolve TC mean-wind fields 
accurately during the two-separate pre- and post-satellite eras (~1979).  However, as described in 
Maue and Hart (2007) and a poster presentation at the 1st International Conference on 
Hurricanes and Climate Change in Greece (May 2007), and in Manning and Hart (2007), TC 
representations (thermal and kinetic properties) within the then-current reanalysis products were 
woefully insufficient to deduce trends in area-averaged quantities on an individual cyclone or 
long-term, seasonal basis.  It is the duration component of the non-independent time series that 
achieved the remarkable correlations between the reanalysis and best-track derived PD curves. 
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Figure 7.3 demonstrates that the maximum surface winds in three reanalysis products are 
insufficient to distinguish between the background and TC winds adequately and capture 
intensity information between secular Saffir-Simpson categories.  It is more appropriate to use 
model levels higher in the troposphere at 900 or 850 hPa to capture more of the TC vorticity 
field and hence stronger winds.  The maximum wind speed for each Saffir-Simpson category is 
reported in Table 1 for the reanalysis products for a 23 or 29 year period including the mean and 
standard deviation.  This reanalysis-derived maximum wind speed quantity would be used to 
calculate the PDI or the wind speed cubed accumulated over a season’s worth of TC lifecycles.  
It is clear that the reanalysis products fail to adequately distinguish between Saffir-Simpson 
categories.  The PD is calculated from a TC wind footprint or mean wind speed inside a given 
radius, here 350 kilometers.  The Mean V also reported in Table 1 shows similar inability of the 
reanalysis products to adequately capture TC intensity characteristics.  It is not reasonable to 
compare the pre- and post-satellite eras of TC reanalysis winds since neither period has been 
shown to resolve TC winds correctly.  This is not unexpected and also has been shown by 
Bengtsson et al. (2007) who used a T159 climate model simulation similar to the resolution of 
the reanalysis products.  Indeed, the resolution was insufficient to adequately model TC winds of 
hurricane intensities.    

In summary, the TC power dissipation calculated from the ERA40 (1958-2001) does not 
independently confirm the power dissipation index trends published by Emanuel (2005), which 
only used the best-track maximum wind speed estimates.  Furthermore, the reanalysis products 
used in Sriver and Huber (2006) do not provide a consistent, accurate, or robust representation of 
TCs, which has been demonstrated by Maue and Hart (2007) and Manning and Hart (2007).  
Recently, several new reanalysis datasets are in production including the European Centre’s 
Interim Reanalysis (ERA-Interim) and the NASA Modern Era Retrospective-Analysis for 
Research and Applications (MERRA).  While the TC representations are much improved over 
the previous generation of reanalysis datasets, further research is needed to quantify those 
improvements, which include advancements in data assimilation procedures as well as the 
introduction of new remote sensing data sources.  Thus, as improved data assimilation 
procedures and more advanced computer systems are developed, it is expected that TC 
representation will improve dramatically and the calculation of various TC metrics such as 
power dissipation statistics will be robust and consistent over the past 30-years.  Still an 
unanswered question arises that is addressed in the following section:  how well does the PDI 
estimate of Emanuel (2005) actually represent the overall PD which requires accurate 
information of the two-dimensional surface wind footprint?       

    
7.4   Analyzing Power Dissipation 

 
From Figure 7.4, two coincident typhoons in the Western North Pacific Ocean 

demonstrate the variability in TC size (e.g. Merrill 1984).  Typhoon Mireille, the larger of the 
two typhoons, reached a maximum intensity of Category 4 and was observed with gale force 
winds at radii of up to 1020 km.  At the time of this GMS-4 satellite image (Sept 22 1991 06z) 
Typhoon Nat was nearing Taiwan and had top winds of 95 knots (one-minute) while Mireille’s 
intensity was estimated at 110 knots.  However, Nat’s maximum radius of gale force winds did 
not exceed 420 km, which represents 1/6 the surface area as Mireille.  Thus, it is important to 
acknowledge the size of the TC in calculating energy metrics.      



198 
 

As presaged in the previous section, the independent confirmation of Emanuel (2005) 
PDI (maximum wind speed cubed) requires an accurate representation of near-surface wind 
fields.  A recent presentation at the annual American Meteorological Society (AMS) meeting in 
New Orleans (Maue et al. 2008) attempted to ameliorate this issue by using three independent 
data sources:  the extended Best Track (Demuth et al. 2006), H*wind (Powell et al. 1998) 
analyses, and an objective infrared satellite size analysis based upon the objective intensity 
techniques of Kossin et al. (2007) and used in Elsner et al. (2008) among others.  Again from 
Equation 1, the average wind within a certain threshold is integrated throughout the lifecycle of 
the storm to come up with the power dissipation.  The tropical storm force or 34 knot wind 
radius is used as a proxy for the “size” of the storm at least at the surface, which has been shown 
to be a good approximation (e.g. Dean et al. 2009).  Thus, power dissipation from the H*wind 
analyses or a similar high-spatial resolution operational model dataset, which are gridded, is 
straightforward using analysis software such as GrADS.     

An example of a state-of-the-art reanalysis product’s (MERRA) depiction of TCs is 
shown in Figure 7.5, which is the analysis at the same time as the IR satellite image in Figure 
7.4.  The 900 hPa wind speed is shaded with radial contours of distance from the storm center 
indicated for Mireille, Nat, and the strong extratropical cyclone south of the Aleutian Islands.   
The radial contours are included to correctly compare and distinguish sizes between the three 
features since the map projection is not area-conserving.  The maximum 900 hPa wind speeds 
with the two typhoons barely exceeds tropical storm force (34 knots) while the extratropical 
warm-seclusion has winds in excess of Category 2 if measured on the Saffir-Simpson scale 
(Figure 7.5bc).  This MERRA data is similar in quality to the ERA-40 data that Sriver and Huber 
(2006) used to determine intensity trends in power dissipation or the analysis of TC structure 
change from the 1950s.   Actually, Sriver and Huber (2006) used 10-meter reduced winds from 
the lowest reanalysis model level which is significantly less in magnitude than at higher levels 
such as 900 hPa.   Unfortunately as demonstrated, reanalysis datasets are currently insufficient to 
solve this problem.  

A different approach was first demonstrated by McTaggert-Cowan et al. (2007) and used 
by Maue et al. (2008), Fritz (2009), and Yu et al. (2009).  With objective cyclone profile 
information, an idealized, modified-Rankine vortex (reference) is used to construct the overall 
two-dimensional surface wind field.  The modified Rankine vortex expression can be 
analytically substituted into the power dissipation (PD) equation (Equation 2) and consequently, 
PD (Equation 4) is expressed in terms of three quantities:  maximum sustained wind (one-minute 
average), radius of maximum wind (R), and tropical storm force radius (r0������ �� �.�� �U�H�S�U�H�V�H�Q�W�V�� �W�K�H��
Rankine parameter.     

 
 

7.4 
 
 
Preliminary results from the extended track data shows that the PD levels off on average 

for cyclone observations above 100 knots (not shown), which implies that size and intensity 
(PD) are not well correlated at major hurricane status, which agrees with previous literature.  
This result is in accord with McClay et al. (2008) who found that the kinetic energy and intensity 
relationship has considerable variation on a seasonal and individual storm basis.  Thus, the PD 
versus the PDI for individual storms which undergo eyewall changes (McTaggert-Cowan et al. 
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2007) can illuminate structural changes that may be important for better forecasting of landfall 
intensity.  An example from Hurricane Ivan (2004) of the surface wind field evolution is plotted 
from the H*wind analysis (Figure 7.6) in a maximum wind speed swath map.  It is clear that the 
size and asymmetry of the wind field evolve considerably throughout Ivan’s lifecycle with 
significant changes in the gale and hurricane force wind radii.  The size and intensity of the 
cyclone is dependent upon many factors including the ocean surface temperature and underlying 
heat content as well as the atmospheric thermodynamic conditions (Emanuel 1999).  A snapshot 
at 01:30 UTC on September 13, 2004 for Ivan shows the very large wind field of Ivan (Figure 
7.6b).  The average wind inside the 34-knot wind threshold is 51.7 knots, which is then 
multiplied by the area of 34-knot radii to calculate the power dissipation (assuming a constant 
drag coefficient).  A similar wind swath map is shown for Hurricane Ike from the 2008 North 
Atlantic hurricane season (Figure 7.7).  Ike’s translation speed was faster than Ivan which 
accounts for the fewer number of H*wind observations.  The disruption by Cuba clearly 
restructured Ike into a larger, less intense cyclone but with increased power dissipation due to the 
size enhancement.    

Thus, further exploration of the relationship between TC size and maximum intensity is 
required in order to independently verify the assertion made in Emanuel (2005) that TC power 
has indeed doubled over the past 30 years.  The objective satellite reanalysis dataset developed 
by Kossin et al. (2007) at the University of Wisconsin has provided several other preliminary 
results.  Additionally, the results of Webster et al. (2005) and Emanuel (2005) are related since 
the strongest TCs or those that exceed 115 knots (maximum sustained winds) and are designated 
Category 4 or 5, have reportedly increased in frequency during the past 40-years.   
 

7.5 Global Tropical Cyclone Climatology 
 

TCs require specific thermodynamic requirements including sufficient sea-surface 
temperatures as well as seedling vorticity disturbances.  Figure 7.8 is a density map of TC 
positions over the past 30-years allowing for global comparisons.  The most densely populated 
region on the globe is the eastern North Pacific off the coast of southern Mexico, while the North 
Atlantic is rather diffusely populated by TC tracks.   The Northern Hemisphere has many more 
TCs than the Southern Hemisphere.  Figure 7.9 demonstrates that the spatial coverage of 
Category 4+ TC observations is comparatively very small and concentrated in specific tropical 
latitudes mainly the warm pool location in the western North Pacific.  While the total number of 
category 4+ observations is 3317 globally during the past 30-years, the designation of a cyclone 
only requires one such observation.  Thus, the secular or categorization metrics of TC activity 
are considerably more sensitive to data quality than integrated or accumulated metrics.  Thus, the 
power dissipation variability and trends in these regions should be the most important for long-
term maximum intensity trend diagnosis.   

It is well known that the global TC activity of the past 30-years (the satellite observing 
era) has large interannual variability.  Each respective TC basin is modulated by both local and 
global scale climate influences.  For the Northern Hemisphere (NH) as a whole, the past 30-
years show considerable variability but no significant upward trend (Figure 7.10a from Maue 
2009).  Moreover, in 2007, the NH accumulated cyclone energy (Bell et al. 2000; ACE), 
analogous to the Emanuel’s power dissipation index (PDI; wind speed cubed) but with wind 
speed squared, was the lowest on record since 1977.  Similar record low ACE values persisted 
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throughout 2008 into the summer of 2009 when the effects of El Niño began to accelerate 
Western North Pacific typhoon activity.   

During Dr. Clarke’s Equatorial Dynamics oceanography course in spring 2008, a term 
project was selected that focused upon ENSO’s effects upon TC activity, mainly in the Pacific 
basin.  The initial research hypothesis focused specifically upon the intensity and duration 
distributions as a function of warm El Niño and cold La Niña events in the Pacific.  The timeline 
of the course matched closely with a record-strength La Niña episode wrapping up in the winter 
of 2007-2008.  Thus, with the marked decrease in Pacific ACE, La Niña was posited as a 
potential large-scale climate modulator of TC activity.  A manuscript eventually resulted from 
this work.  Published in Geophysical Research Letters, Maue (2009) examined the relationships 
between SST and Northern Hemisphere TC activity, which was motivated by the term project. 

 
7.5.1 ENSO effects on the tropical cyclone climatology 

 
Considerable research has addressed the effects that the El Niño Southern Oscillation 

(ENSO) may have on global TC frequency, intensity, and location through a variety of 
mechanisms.  Gray (1984) showed NATL hurricane activity was correlated with ENSO and 
based a statistical seasonal forecasting technique upon that information.  Eastern Pacific basin 
activity tends to be enhanced during El Niño years with a westward shift of more intense TC 
tracks while activity is overall suppressed in the NATL (Elsner and Kara 1999).  Also, lower 
vertical shear and greater low-level relative vorticity is found during El Niño in the central 
Pacific (Wu and Lau 1992).  An example of a Southern Hemisphere effect occurs near the 
dateline in the South Pacific as equatorial westerlies expand with the monsoon trough favoring 
possible cases of twin-TC formation on either side of the equator (Ferreira et al. 1996).  
Likewise, Ramsay et al. (2008) reported strong evidence that SST over the central and eastern 
Pacific is a main contributing factor to interannual variability of TC activity in the Australian 
region.       

The most widely recognized El Niño effect on WPAC typhoon activity involves the 
eastward migration of the genesis region towards the dateline.  This breeding area allows for the 
development of longer-lived, more intense, and larger typhoons since they spend more time over 
warm sea surface temperature (SST) and in a very favorable synoptic environment (e.g. Wang 
and Chan 2002; Carmargo and Sobel 2005).  As described before, accumulated cyclone energy 
(ACE; Bell et al. 2000) is the convolution of lifespan, intensity, and frequency and describes 
individual or seasonal TC activity.  ACE is the summation of the maximum observed wind speed 
(6-hourly reports) squared during a storm lifecycle (Equation 1).  Since each factor is not 
independent, i.e. long-lived storms are typically more intense, the deconvolution is not unique.  
Nevertheless, it serves as a valuable indicator of seasonal activity when an entire basin’s activity 
is integrated.  As Figure 7.8 showed the normalized density of storm reports from 1979-2008 in 
the WPAC basin with a clear maximum east of the Philippine archipelago and in the South 
China Sea.  The easternmost maximum is highly correlated with ACE (Figure 7.11) which shows 
the convergence of frequent and high-intensity TCs into this bull’s-eye region.  This is also a 
typical recurvature latitude for typhoons which is also closely related with the maximum 
intensity.  The genesis locations of Category 4 and 5 supertyphoons is indicated by the open 
circles overlaid on top of the TC ACE density (Figure 7.11).  Indeed, the longer tracks of the 
strongest typhoons originate further to the east, with only sparse genesis of intense typhoons 
west of 130ºE.     
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Over the past 30 years, the WPAC has accounted for a nearly constant 55% of overall 
Northern Hemisphere (NH) activity (Figure 7.10a).  The remainder (~40%) has been split 
between the Eastern North Pacific (EPAC) and the NATL, which are significantly anti-
correlated since 1976 with no trend.  The author hypothesizes that the increase in activity in the 
North Atlantic since 1995 has removed seedlings or African Easterly Waves from entering the 
EPAC, a preferential mode for development in combination with the local monsoon trough.  The 
NH ACE (Figure 7.10a) does not have a significant trend since 1976, which is during both a 
known inactive period in the NATL (Goldenberg et al. 2001) and the WPAC (Chan et al. 2005).  
Indeed 2007 and 2008 represented one of the weakest NH TC ACE periods on record nearing the 
lows last seen in 1977.  This is not surprising considering the typical negative effects of La Niña 
on ACE as experienced during the boreal summer and autumn of 2008.       

 
7.5.2 El Niño effects on genesis location in the Western North Pacific  

   
Several mechanisms have been proposed to explain the differing behavior of TC 

formation during and El Niño episode:  the enhancement of activity in the southeastern portion 
of the WPAC basin.  Chan (1985) suggested that the effects of an anomalous Walker circulation 
were responsible for enhanced air ascent in the central equatorial Pacific with competing descent 
in the west that likely dampened or suppressed convection.   An example of this convective 
asymmetry was presented in Clarke and Kim (2005) through time series of outgoing longwave 
radiation (OLR).  This eastward genesis shift is also explained by an extension of the monsoon 
trough (Lander 1994).   It is noted that the Walker circulation mechanism is stronger during the 
latter months of the year (October-December) since many TCs form near the equator in a region 
with ENSO-enhanced or induced low-level circulation anomalies.     

When examining the relationship between ENSO and sea-surface temperatures (SST), it 
is important to recognize that the sign and amplitude of equatorial Pacific SST anomalies may 
change throughout the year (Wang and Chan 2002).  For instance, during the development of an 
El Niño (1965, 1968, 1972, 1976, 1982, 1986, 1997, 2006), early season near-normal SST 
anomalies evolved into peak-high anomalies during the late season.  After the El Niño matured 
(1970, 1983, 1992, 1995, 1998, 2007), the previous season’s warm anomalies progressively 
cooled into the next peak TC period.  A methodology of examining the behavior of TCs during 
strong Niños and strong Niñas involves a simple segregation of one-sigma anomalous events 
(Wang and Chan 2002).  When moderate Niños or Niñas were chosen, much less clear signals 
were apparent.   

Although the total number of tropical storms formed in the entire WPAC does not vary 
significantly from year to year, during El Niño boreal summer and autumn, the frequency of TC 
formation increases markedly in the southeast quadrant (0º–17ºN, 140º E – 180º) and decreases 
in the northwest quadrant (17º–30ºN, 120º–140ºE). The July–September mean location of TS 
formation is 6º latitude lower (Figure 7.12a), while in October–December, the genesis location is 
18º longitude eastward in the strong warm versus strong cold years (Wang and Chan 2002).  
Figure 7.12b is a scatter plot of the mean-latitude of peak season (July-September) WPAC TC 
genesis from 1960-2007 correlated with Niño 3.4 SST anomaly (SSTA).  The strongest La Niñas 
(1973, 1975, 1988, 1998, 1999, 2007) see higher latitude development and are closely related 
with negative Niño SSTA while the strongest El Niños (1965, 1972, 1982, 1987, 1997) all see 
low-latitude genesis with much above normal Niño 3.4 SSTA.  The correlation is highly 
significant with r = -0.72.   
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This robust relationship between latitude and the extremes of ENSO are important for 
WPAC TC basin predictability and yield relationships much higher than one would see without 
segregating into strong events.  Moreover, with implications for ACE, the average lifespan of 
peak season TCs is also highly correlated with Niño 3.4 SSTA (r = 0.78, not shown).  Thus, one 
would expect considerably higher ACE during El Niño years, which is borne out in the 
observations presented partly in Figure 7.10a.  Also important for ACE, during warm years, 
there is a significant increase in the frequency of northward recurving TCs, which form in the SE 
quadrant of the WPAC and tend to recurve from northwestward to northeastward around 28ºN, 
135ºE.  The ratio is about 3 to 1 in terms of storms that reach north of 35ºN and have the 
opportunity to undergo extratropical transition when comparing strong warm and cold years.  
Since the TCs avoid land, they continue to accumulate ACE throughout a longer lifecycle.  An 
overall summary of the major changes expected is presented in Table 2.   

 
7.5.3 ENSO relationship with anomalous SST 

 
Li (1988) postulated that local SST anomalies influence the TC formation regions, 

especially on interannual time-scales.   However, deep convection depends on the critical value 
of 28º C (Graham and Barnett 1987), which is found nearly everywhere in the WPAC tropics 
implying that atmospheric dynamics are fundamental to understanding the seasonal mean TC 
formation regions.  Camargo et al. (2007) used NCEP reanalysis data to calculate a multiple-
regression TC genesis index (Emanuel and Nolan 2004) and conducted a sensitivity study to 
determine ENSO’s effect on global TC genesis.  As a component of the genesis index, the 
maximum potential intensity (MPI, Emanuel 1988) of a TC is a metric that contains both oceanic 
(SST) and atmospheric information (vertical humidity and temperature profiles) and describes a 
theoretical limit of a TC’s kinetic energy (wind speed, pressure).  It was found that the WPAC 
during an El Niño year sees much weaker MPI yet the typhoon intensity is markedly higher.   

This evidence does not support the Li (1988) hypothesis of local SST anomaly 
influences, but suggests that El Niño-year typhoons may actually come closer to reaching their 
theoretical limit of intensity since their lifecycles are considerably enhanced.  Several papers 
have investigated the influence of local SST versus non-local SST such as Niño-3.4 on 
interannual typhoon activity (e.g. Chan and Liu 2004).  While there is significant interdecadal 
variability in WPAC typhoon frequency and intensity, no relationship is found with respect to 
rising local SSTs (and none when ENSO is removed using partial correlation analysis; Chan and 
Liu 2004).  The exception is the SE quadrant of the WPAC or the shifted genesis region.  
Instead, here it is postulated that atmospheric teleconnections of ENSO (e. g. Alexander et al. 
2002) due to the warming of the central and eastern Pacific result in weaker vertical shear, 
increased low-level cyclonic vorticity, and higher moist static energy.       

     
7.5.4 ENSO induced anomalous atmospheric circulation 

 
The anomalous atmospheric circulation for warm events almost mirrors that for cool 

episodes.    The vertical motion-induced cooling in the tropics is primarily balanced by diabatic 
heating (convection) on the seasonal mean timescale, and the ascending (descending) motion is a 
meaningful indication for atmospheric heat source (sink).  During strong warm years, the 
organized anomalous ascending motion concentrates in the SE quadrant of the WPAC while 
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anomalous descending motion is found in the NW quadrant. The converse is generally true 
during a strong La Niña.   

Wang and Chan (2002) hypothesized that the anomalous heat source pattern in the 
WPAC results from lower boundary forcing associated with the equatorial SST anomalies.  
During the warm years, the equatorial central and eastern Pacific warming increases equatorial 
convective heating near the date line and induces pronounced equatorial westerly anomalies in 
the western Pacific.  Large meridional shears associated with the equatorial westerly anomalies 
increase low-level vorticity in the SE quadrant.  Since the boundary layer convergence is 
proportional to the 850-hPa relative vorticity, the background vertical motion is well correlated 
with the 850-hPa vorticity (r=-0.80).  This increased background low-level vorticity would 
increase moisture convergence and by entraining potential vorticity in the developing TCs.  
There is a high-correlation between 850-hPa relative vorticity and TC formation in the SE 
quadrant.  Figure 7.13 shows a composite difference between 7 strong El Niño and La Niña 
events each of 850 hPa relative vorticity as well as vector wind anomalies (streamlines).  The 
monsoon trough is highly amplified during warm events and westerly winds are clearly 
identifiable.The El-Niño induced central Pacific heating also generates a pair of huge anomalous 
upper-level anticyclones on either side of the equator.  At 500 hPa (not shown), the Asian trough 
is deeper than normal (warm year) as well as the subtropical anticyclone in the central western 
Pacific. Northwesterly flow east of the Asian trough and anomalous southeasterly flow behind 
the subtropical anticyclone generates strong upper-level convergence and may be responsible for 
the observed descending motion in the NW quadrant.  The deepening of the Asian trough also 
provides a favorable steering flow for the TC recurvature around 135ºE.   Figure 7.14 is similar 
to Figure 7.13 but for 200 hPa divergence.  The upper-level divergence out of the region of 
maximum anomalous heating is very robust as well as anomalous easterly winds west of the 
dateline.  

      
7.5.5 1997 Typhoon activity during El Niño 

 
The 1997-1998 El Niño greatly enhanced WPAC typhoon activity over a variety of 

metrics.  While the overall number of named TCs was near-average, the number of typhoons 
(23) was the highest since 1971 with 11 of those becoming “super-typhoons” (maximum winds 
of 130 knots+), a historical record first (previous high was 7 in 1971, 1987, 1989, and 1991).  As 
seen with other strong El Niños, the mean TC genesis location was displaced to the east (Figure 
7.15a).   Early in the year, persistent low-level westerly winds developed at low-latitudes which 
established a near-equatorial trough across Micronesia.  The chart of the SOI and SSTA (Figure 
7.15b) shows the evolution from La Niña to a very strong El Niño with much above average SST 
in the central equatorial Pacific.  This environment was conducive for much above normal TC 
activity prior to July, the nominal beginning of the peak season.  From the chart below, the 
genesis locations of the 1997 season shows a clear low-latitude and eastward oriented pattern.  
The “El Niño” box, as defined by Lander and Guard (2001), highlight the development of many 
of the these storms, of which a preponderance of the most intense, meaning those that go on to 
become super-typhoons, typically develop in this region during strong El Niño episodes.        

The upper-tropospheric wind pattern showed easterly wind anomalies over most of the 
low-latitudes of the WPAC, which was almost the reverse of 1995 and much of 1996.  Overall, 
the 1997 WPAC TCs tended to be large, intense, and slow-moving or long-lasting.   This 
combination of a longer lifecycle and higher intensity contributed greatly to the hyper-active 
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nature of NH ACE (Figure 7.10).   Generally, the storms were singular in nature, highlighting a 
possible different mechanism of post-genesis intensification and development as compared with 
a non-El Niño year.  Usually during the peak of the season, during July – October, many TCs 
can co-exist and possibly interact in the basin.  However, during 1997, the storms tended to 
develop one after another, but only after the previous storm completed recurvature and left the 
tropics, either undergoing extratropical transition or simply decaying over colder waters beneath 
high-vertical wind shear.     

During October of 1997, westerly winds continued to blow near the equator along 150ºE 
to 170ºW which aided in the development of twin near-equatorial troughs and considerable 
convection.  As the convection bounded by the westerlies decreased, three separate TCs 
developed, Ivan and Joan in the NH and Lusi in the Southern Hemisphere (SH).  Concentrating 
on Ivan and Joan, the environment in which their nascent disturbances developed was not overly 
favorable.  Indeed, the convection had largely diminished, the monsoon trough had weakened, 
and little monsoon flow existed to the south and west.  Yet, Ivan and Joan began as poorly 
organized areas of low-pressure but evolved together into the strongest pair of co-existing TCs 
on record, attaining 160 knots maximum sustained winds within 12 hours of each other.  Joan 
remained at super-typhoon intensity for over 4.5 days, a record up to that time.   It is an 
interesting research question as to why these storms attained such intensity even when 
forecasters expected much less (Lander and Guard 2001).  Likewise, the record lifespan of 
Hurricane Ioke at similar intensity provided almost 20% of the 2006 yearly NH ACE on its own 
(Ioke ACE was 86).       

 
7.5.6 Tropical cyclone feedbacks 

 
A renewed interest in TC effects on ENSO, rather than the converse, has led to some 

interesting arguments about possible feedbacks by typhoons on their large-scale environment 
which may lead ENSO reinforcement.  The overall goal of such research is not only understand 
the large-scale circulation characteristics which are favorable for TC develop but also gauge the 
overall effect that the TCs may have on interannual variability of the ocean-atmosphere system 
in the WPAC (e.g. Sobel and Camargo 2005).  Observations indeed show a considerable SST 
cooling in the wake of TC tracks on the order of 3-5°C for the strongest typhoons.  For 
succeeding systems, this cooler SST may inhibit the maximum potential intensity (Emanuel 
1988) theoretically possible.  Similar research with contributions from this author attempted to 
quantify the “memory” or the temporal scale of TC effects on the large-scale environment and 
found that considerable MPI anomalies may exist for many weeks (Hart et al. 2007).  This is 
largely accomplished through cooling and drying of the atmospheric column which is related to 
observed outgoing long-wave radiation (OLR) reduction;  these are likely non-linear feedbacks  
of upwelled  water along the TC track and cooler than climatology SSTs.  All of the preceding 
examples of feedbacks are decidedly negative for future TC development and maximum 
attainable intensity.   

Sobel and Camargo (2005) suggested that during a relatively strong El Niño event, since 
nascent TCs develop much further to the east, westerly wind anomalies associated with the broad 
circulation may in fact strengthen an incipient El Niño.  The main mechanism is a 
straightforward amplification of the upper-ocean SST anomaly in the eastern and central 
equatorial Pacific.  It is noted that this explanation is essentially the Bjerkenes (1969) hypothesis 
with other mechanisms added.  Thus, the main question is whether the TC-induced equatorial 
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westerly wind anomalies are of sufficient scale both spatially and in time to contribute materially 
to the ENSO.  A simple deformation radius argument suggests that near-equatorial TCs could 
generate equatorial westerly wind anomalies and project onto atmospheric equatorial Kelvin 
waves, however, further research is needed.    

 
7.5.7 Predictability of Western Pacific and Northern Hemisphere ACE 

 
Many studies have found no significant linear relationship between TC frequency overall 

in the WPAC and ENSO, but strong non-linear forcings are fundamental to many successful TC 
seasonal prediction schemes (Carmargo and Sobel 2005).  First, ACE and ENSO are closely 
correlated and significant correlations begin as early as February of the year of a developing 
ENSO event and last until as late as May-July of the following year (Carmargo and Sobel 2005, 
their Figure 3).  Second, as seen with ENSO, there are high simultaneous correlations with ACE 
but autocorrelation of Niño processes is not suggested as the sole explanation for the simple fact 
that ACE leads Niño indices.  These high simultaneous correlations show that predictions of 
Niño indices are very valuable for WPAC TC prediction.  The right column of Table 3 shows 
significant correlations between ACE and Niño 3.4 over the past 26 years with a 1-2-1 filter 
applied during April-June.  Thus, several months prior to the peak of the TC season, this Niño 
index explains some variance, but not as much when the strongest events are segregated, as 
explained before.   

Since Northern Hemisphere ACE was shown to be at a 30-year low during the period of 
2007 to the summer of 2009, the author hypothesized that the strong developing La Niña 
contributed to the overall dearth of TC activity.  Not only were TCs weaker than climatologically 
normal, but they were short-lived, infrequent, and failed to recurve as readily.  Since the NH 
ACE is a combination of the three major basins, the EPAC, NATL, and WPAC, using ENSO as 
a predictor shows reasonable skill (r=0.57, Table 3).  However, when the NH ACE time series 
from 1982-2007 is regressed upon monthly averaged SST from April-June, a transhemispheric 
correlation pattern is exhibited (Figure 7.16).   

Figure 7.16 shows a striking highly correlated region (r>0.95) in the Gulf of Alaska, a 
region of SSTs averaging 9 - 11ºC during the boreal spring and summer, is surprising for a 
couple reasons.  First, the Gulf of Alaska is well away from the primary ENSO forcing but near 
the “node” of the major Pacific Ocean midlatitude teleconnection patterns.  Second, this region 
shows a maximum correlation during April-June, well prior to the peak TC activity seen in the 
NH.  Hence, it may serve as a predictor for overall NH ACE, while other predictors could be 
used for individual basins.  By simple deduction, well-predicted basins such as the WPAC and 
EPAC could be subtracted from the NH whole to back out the NATL hurricane activity in the 
following fall.  This implies that there is a finite amount of ACE or TC energy which will be 
released during a given year, which is not necessarily in accord with one recent study.  Frank and 
Young (2007) found no evidence of compensation between separate basins, meaning anomalous 
activity in one basin did not portend opposite or similar behavior in another.  However, this does 
not rule out the role of interannual variability such as ENSO to regulate overall NH (and global) 
TC activity.  This research motivated a further examination of Northern Hemisphere TC activity 
as described in Maue (2009) and the following sections.    
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7.6   Northern Hemisphere Tropical Cyclone Activity 
 
Recent historical Northern Hemisphere (NH) TC (TC) inactivity is compared with 

strikingly large observed variability during the past three decades. Yearly totals of the combined 
active-basin NH accumulated cyclone energy (ACE) are highly correlated with boreal spring 
sea-surface temperature (SST) in the North Pacific Ocean and are representative of an evolving 
dual-gyre, trans-hemispheric correlation pattern throughout the calendar year. The observed 
offsetting nature of Eastern Pacific and North Atlantic basin ACE during the past three decades 
and a strong dependence combined Pacific TC activity upon the El Niño-Southern Oscillation 
reflect the interrelated modulation of overall NH integrated TC energy by large-scale modes of 
climate variability. Thus, the quiescent period of overall integrated NH TC ACE continuing 
throughout 2008 is not unexpected in the context of previous periods of colder Pacific SSTs. 

 
7.6.1 Main findings from the Maue (2009) study: 

 
1.  Northern Hemisphere TC ACE is exemplified by considerable interannual variability.  During 

the past 30-years, calendar year 2007 produced the lowest-ACE with unusually weak TCs 
throughout the major active basins (Figure 7.10). 

 
2. The North Atlantic (NATL) and Eastern Pacific (EPAC) basins have largely compensated for 

each other during the last 30-years in terms of integrated TC activity (Figure 7.17).  Both basins 
have significant but opposite trends with basin activity markedly changing from 1994 to 1995. 

 
3. In the NATL, filtered seasonal totals of ACE are poorly related with ENSO as shown by weak 

correlations of August-October Hadley Centre SST (Rayner et al. 2007) in the tropical Pacific 
with NATL ACE (Figure 7.16a). It is apparent that the global warming trend in low-frequency 
NATL SSTs is exceptionally well correlated with the upward trending NATL ACE (or PDI) 
from 1981-2008, which has been demonstrated by Emanuel (2005) for the NATL main 
development region (MDR). However, the similarly high correlations in austral winter in the 
South Pacific demonstrate the difficultly in attributing NATL integrated TC metrics to 
coincident trends in local SST (Kossin and Vimont 2007; Vecchi and Soden 2007b; Swanson 
2008).  

 
4. The entire NH ACE and global SST correlation map (Figure 7.16b) for the period 1981-2007 

exhibits a striking trans-hemispheric scale, double gyre structure with very high correlations in 
the North Pacific during boreal spring (April -June). 

 
7.6.2 Discussion  

 
“It is not clear why the number of global cyclones each year (80-90) has remained a long-

term constant of nature. Previous analysis showed that the interannual variability in large-scale 
climate patterns affected TC formation regions and intensity in different ways [Frank and Young 
2007]; this conclusion is clearly in accord with previous TC climatology studies including the 
results presented here. Global and NH ACE are not a constant of nature [Klotzbach 2006], and 
undergo significant variability as exemplified by the tepid totals of 2007 and 2008. Thus, the 
enhanced longevity and proclivity of intense TCs dominate in so-called active years, which 
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contribute considerable ACE, are the result of genesis location shifts and the beneficial 
prevailing environmental conditions such as weakened vertical shear modulated by large-scale 
climate variability. 

The structure of the Pacific correlation pattern of SST with NH ACE suggests that 
considerable predictive information for the upcoming NH TC year is present in boreal spring. 
Furthermore, when acknowledging the role of ENSO in modulating WPAC+EPAC TC ACE, 
winter midlatitude storm activity imprinting upon boreal spring NP SST, and the interrelated 
basin climatology described above, NATL ACE activity falls out as a residual of the NH minus 
WPAC+EPAC ACE total. This suggests an additional null hypothesis to the NATL global 
warming and hurricanes puzzle: the NATL increase in activity since 1995 is part of large-scale 
hemispheric climate variability with clear association to the EPAC against a backdrop of local 
and relative NATL tropical SST increases. 

 To understand the evolution of TCs in a future climate, an adequate understanding of the 
mechanisms controlling current and past TC activity is critical to identifying exactly what 
features of climate will indeed change, especially in the Pacific basin (Vecchi and Soden 2007a; 
Vecchi et al. 2008). The evolution of NP SST signals may provide a fruitful area for further 
research into climate modulation of global TC variability.”  Recent findings from Shakun and 
Shaman (2009) show that the Pacific Decadal Variability (PDV) on either side of the equator is 
strongly similar suggesting that the Pacific Decadal Oscillation (PDO) may be best viewed as a 
reddened response to ENSO.  Furthermore, Shakun and Shaman (2009) postulate that PDV is a 
basin-wide phenomena driven from the tropics into both hemispheres.  Thus, there may be 
significant implications for the relationship between PDV and the PDO in general with global 
TC ACE or other metrics of TC activity.     

  
7.7 Recent tropical cyclone ACE and future research focus 

 
Future research will continue to monitor global ACE in real-time as cyclones develop 

throughout the year.  As of March 2010, global and Northern Hemisphere TC ACE levels are 
near their lowest levels in 30-years when calculated on a 24-month running sum time scale 
(Figure 7.18).  A 24-month running sum is chosen to include the Southern Hemisphere TC 
season which straddles the calendar from October to April, and is reflective of recent activity on 
the time-scale closer to ENSO (~2-7 years).  The low-levels of TC ACE are indicative of a 
recent spate of low-ACE TCs or those with low maximum intensities and shorter durations often 
forming near to land or immediately disrupted by unfavorable atmospheric conditions.  Thus, the 
investigation of ACE-per-storm is a priority in order to validate the conclusions of Elsner et al. 
(2008).  Based upon the objective satellite reanalysis of Kossin et al. (2007), Elsner et al. 
concluded through the use of quantile regression that the most intense global TCs are indeed 
getting stronger.  However, no explanation was provided in terms of large-scale climate 
modulators that may be responsible for affecting maximum TC intensity.  Questions about the 
quality of the data also remain. 

It is advantageous in many research situations to have homogeneous and accurate data, 
and TC intensity estimates are no exception.  After the Emanuel (2005) and Webster et al. (2005) 
high-profile papers in Nature and Science, several comments resulted (e.g. Landsea et al. 2006; 
Chan 2005) questioning the suitability of best-track records being used for climate purposes in 
addition to methodology concerns using that data.  These studies among others only utilized 
NHC and JTWC best-tracks while ignoring data from the rest of the world’s Regional 
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Specialized Meteorological Centres (RMSC) and TC Warning Centers such as Tokyo, Australia, 
and Reunion.  The International Best Track Archive for Climate Stewardship (IBTrACS) project 
was initiated in order to accumulate the world’s TC data in one handy location (Knapp et al. 
2010; Levinson et al. 2010; Kruk et al. 2009).  While we recognize that there are significant 
differences in many TC intensity estimates especially when comparing Typhoon maximum wind 
speeds, consider reanalysis of the historical record must be conducted prior to ascribing certainty 
bounds on the accuracy of the best-track data (e.g. Kossin et al. 2007).  The IBTrACS dataset 
will be an invaluable resource for determining which TCs should receive added attention and 
focus with regards to intensity reanalysis.             

 
7.7.1   Northern and Southern Hemisphere ACE-per-storm 

  
As a cursory result of research to be presented at the 2010 AMS Tropical Conference, 

Figure 7.19 (top) depicts the ACE-per-storm as a function of the maximum attained wind speed 
for each NH TC from 1979-2009, which includes 1831 individual storms that reach at least 34-
knots once during their lifecycle.  The following statistics are gleaned from this ACE-per-storm 
dataset: 

�x The total ACE during the 31-years is 17570 units (one ACE unit is 104 kts2) and the average 
Northern Hemisphere ACE per year is 560 with considerable variability.  The average ACE per 
storm is 9.5. 

�x 797 TCs or 44% do not reach hurricane strength (> 64 knots) 
�x 527 (507) TCs reach maximum intensities of 64-95 (100+) knots or non-major (major) status on 

the Saffir-Simpson scale 
�x The median ACE value is 4.86 and the 917 TCs below this value contain only 10% of the 

historical ACE collectively. 
�x At the other extreme, the highest 278 or only 15% of TC ACE-per-storm out of the total account 

for fully 50% of the historical ACE during the past 31-years.  This involves TCs with an ACE-
per-storm of greater than 20.   

�x Of the TCs that obtain an ACE of greater than 20, the average (median) maximum intensity 
attained is 128.5 (130) knots or strong Category 4.   

�x Category 3+ TCs or those that reach at least 100 knots (n=507) have an average ACE of 23.3 
with a sigma of 11.5 and account for 68% of historical ACE collectively during the past 31-
years. 

�x  The previous calculation for Category 4+ TCs or those that reach at least 115 knots (n=352) 
account for 54% of historical ACE.  

�x Hurricane Ioke (2006) holds the current record for most ACE of 86 due to its very long track 
through the Pacific Ocean at major hurricane status or higher.  Figure 7.20 highlights the long 
track of Ioke.  There are similar TCs that complete a trans-Pacific track beginning in the EPAC 
and end in the WPAC including Paka (1997) and John (1994).      

 
The step increase in North Atlantic hurricane activity is easily noticeable across a wide 

variety of metrics.  When separated in two periods of 1979-1994 and 1995-2009, there are 
significant differences between ACE per storm and frequency.  The first period has 141 out of a 
total of 354 storms or 40% of the 31-year total and 35% of the overall ACE.  The average ACE-
per-storm is 8 (10) during the first (second) period.  Indeed, 50 (102) Atlantic hurricanes account 
for 50% (75%) of the ACE during the past 31-years, which is reflective of the vast range of 
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storms in the basin.  Some are very weak and short-duration, while others are impressive Cape 
Verde Category 5 monsters.  The median Atlantic storm ACE is 3.8.  The range extended from 
0.1225, which is one 35-knot wind speed observation for 6-hours to 70.38 for Hurricane Ivan 
(2004).  Thus, the usage of a frequency metric may not be appropriate for all climate 
applications.  Landsea et al. (2010) investigated the increasing frequency of very short-lived 
storms in the NATL and found that technological advancements such as QuikSCAT may have 
contributed to TC detection during the past decade.    

With the increase in the North Atlantic, a concomitant decrease has occurred in the North 
Eastern Pacific (EPAC).  Again, separating the two basins sums into two periods before and after 
1995 yields a significant difference in TC metrics.  Of the 501 storms during the 1979-2009 
period, 293 occur prior to 1995 and 208 afterwards.  60% of the period's ACE occurred during 
the first 16-years.  When the EPAC and NATL are treated as one extended basin, the overall 
trend in seasonal ACE vanishes as the two-step changes cancel out.  Recently, Kossin et al. 
(2010) used a clustering methodology of NATL storm tracks and found a shift toward 
proportionally more deep tropical systems rather than baroclinic induced systems in the early- to 
mid-1980s.  A reasonable avenue of future research would involve relating these track changes 
to more El Nino's rather than La Nina's and a positive Pacific Decadal Oscillation Index since 
the late 1970s and early 1980s and relating the EPAC track changes (if any) with the NATL. 

The change in behavior of the North Atlantic between 1994 and 1995 has been discussed 
by several studies (e.g. Goldenberg et al. 2001).  A brief discussion is motivated by the large 
disparity in TC ACE during each July - October period in 1994 and 1995 in the Northern 
Hemisphere.  The EPAC (NATL) ACE dropped (increased) from 180 (13) to 100 (241) while 
the WPAC fell from 361 to 210.  Overall, the NH saw similar overall activity with the basins 
compensating for each other in terms of ACE.  A reasonable hypothesis is thus posited:  does 
activity in one basin inhibit or contribute to activity in another.  Through what large scale 
climate mechanisms would this take place?  The most apparent change between 1994 and 1995 
was the transition from the strong, extended El Nino period of 1990-1995 (Trenberth and Hoar 
1997) to a rather weak La Nina.  Goldenberg et al. report on possible changes in the behavior of 
African Easterly Wave development due to local thermodynamic factors such as SSTs as well as 
longer-term multidecadal variations attributed to the Atlantic Multidecadal Oscillation (AMO).  
Considerable debate has continued during the past 10-years about the reality of such an AMO, 
but that is beyond the scope of this dissertation.                  

This avenue of research is motivated from the considerable variability in TC lifecycle 
properties across the global basins.  It is true that stronger TCs in terms of maximum intensity 
attain higher ACE but also see more variability in that metric.  The Southern Hemisphere ACE-
per-storm is shown for comparison purposes (Figure 7.19 bottom).  The population of SH storms 
from November 1978 through April 2009 is 793 TCs that exceed 34 knots maximum sustained 
one-minute winds according to the archived JTWC Best-Track TC data.  It should be noted that 
there are many missing storms in the best-track database and this data is not considered of 
sufficient quality to deduce long-term trends.  SH storms tend to be fewer in frequency than their 
NH cousins but can be just as intense and long-lasting especially in the Southern Indian and 
Southwest Pacific basins.  Here are some statistics similar to the NH presented above, keeping in 
mind the data quality issues: 
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�x During the past 30-years, SH ACE has totaled 6235 units spread over 793 storms for an average 
of 7.9 ACE per storm, which is less than the NH.  The median value of ACE is 4.3, also slightly 
less than the NH. 

�x A total of 58 TCs have exceeded an ACE of 24 and are plotted in Figure 7.21.  The majority of 
the strongest storms occur in the Southern Indian Ocean with fewer near Australia and in the 
South Pacific.  Storm number 58 with an ACE of 24.0875 was Hamish from March 2009 off the 
coast of NE Australia.  Its maximum sustained 1-minute winds were 135 knots.  The average 
year of occurrence is 1996 for these top 58 TCs.   

�x The SH storms with the most ACE including the season of occurrence are Ingrid (04-05; 47), 
Hudah (99-00; 45), Alibera (89-90; 45), Helinda/Pancho (96-97; 42), Elinor (82-83; 41), Litanne 
(93-94; 40). 

�x In terms of maximum intensity, there have been 19 storms since 1979 that have attained 
Category 5 status or greater than 135 knots.  7 TCs came close at 135 knots, 15 more at 130 
knots, and 22 others at 125 knots; all powerful storms in their own right.  The most intense wind 
speed estimated belongs to Monica near Australia (Figure 7.22a at maximum intensity April 24, 
2006) and Zoe in the Southwest Pacific Ocean (Figure 7.22b at maximum intensity December 
28, 2002) each at 155 knots, respectively.   

 
Exploration of the large-scale climate modulating effects on TC tracks, intensity, and 

frequency has picked up stream during the past several years with recent studies demonstrating 
connections.  Additional research is underway to ascertain the climate modulations responsible 
for interannual variations of this ACE-per-storm distribution (e.g. Maue 2010). 

 
7.7.2 Recent global downturn in tropical cyclone activity 

 
It is critical to understand the large-scale climate modulations responsible for the 

dramatic reduction in global TC activity during the past three-years.  Figure 5.18 shows the time 
series of global and NH TC ACE from 1979-2010 on 24-month time scales or running sums.  
The top series is the global total while the bottom is the NH portion with the difference or shaded 
region representing the Southern Hemisphere contribution.  Just as the 1990s represented a 
period of increased ACE, the most recent several years are characterized by depressed activity.  
Nevertheless, during this depressed period, there are spurts of TC activity occurring in multiples 
across the basins of the NH, for example.  During the past 376 months from Jan 1979 to Feb 
2010, there are many months that have no ACE recorded, and this is expected during much of 
the cold season. 

   
�x 72 months recorded no ACE and 130 recorded less than an ACE of 10.  Thus, 1/3 of the months 

during the past 31 years have not seen TC activity, especially during the winter months.   
�x The most prolific month of TC ACE activity for the NH is September, when SSTs and 

atmospheric conditions are the most conducive for frequent, long-lasting, and intense TCs.  The 
top 8 of 10 months overall from 1979-2009 are Septembers (2003, 1987, 1997, 1995, 1996, 
1992, 2005, 2004), respectively.   

 
During 2007 to early 2009, the Earth's climate has cooled under the effects of a dramatic 

La Nina episode (and possible solar-cycle minimums e.g. Lockwood et al. 2010).  During La 
Nina warm seasons, the Pacific Ocean basin typically sees much weaker TCs that indeed have 
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shorter lifecycles and therefore less-ACE (Table 7.4).  Conversely, due to well-researched upper-
atmospheric flow (i.e. vertical shear) configurations favorable to Atlantic hurricane development 
and intensification (Gray 1984), La Nina falls tend to favor very active seasons in the Atlantic 
(El Nino years are the converse, with must less activity, as forecast by Gray and NOAA for 
2009).  Thus, the WPAC and EPAC tropical activity was well below normal in 2007 and 2008 
(Table 7.5-7.6).  The Southern Hemisphere (SH), which includes the southern Indian Ocean 
from the coast of Mozambique across Madagascar to the coast of Australia, into the South 
Pacific and Coral Sea, saw below normal activity as well in 2008.   During the 2008-2009 TC 
season, the SH ACE was about half of what is expected in a normal year, with a multitude of 
very weak, short-lived TCs. All of these numbers tell an intriguing story: just as there are active 
periods of TC activity around the globe, there are inactive periods, and the period from 2007-
2010 is currently one of the most impressive inactive periods during the past several decades.   
The causes and implications of this record inactive period are important to understand in terms 
of correctly describing the natural variability in the climate system prior to ascribing 
anthropogenic influences. 

The preceding research describes the need for more accurate TC intensity data going 
forward including information about size as well as wind speed.  As reanalysis datasets improve 
along with the data assimilation techniques used to process satellite data, one can expect better 
model representations of TC structure, which will enable the Power Dissipation Index as well as 
the Accumulated Cyclone Energy index to be adequately tested as true measures of a TC's role 
in climate. 
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Table 7.1:  North Atlantic satellite-era surface wind speed (m/s) for the ERA40 (1979-2001) and 
JRA25/NCEPR (1979-2007).  Left is the mean and standard deviation of the maximum 10-meter 
surface wind speed (Max V ms-1) inside a 350 km radius circle for each Saffir-Simpson category 
as indicated by TC positions reported in the best-track dataset.  Right is the mean and standard 
deviation average surface wind speed (Mean V ms-1) inside a 350 km radius circle.  The latter is 
used within the TC footprint to generate the power dissipation metric.  
 

Max V NCEP JRA25 ERA40 MeanV NCEP JRA25 ERA40 

TS 13.3 + 3.4 15.7 + 3.4 15.3 + 4.4 TS 8.0 + 2.5 9.7 + 2.7 9.1 + 3.1 

Cat 1 14.0 + 3.4 19.0 + 3.6 16.6 + 4.4 Cat 1 9.1 + 2.6 12.4 + 3.1 10.3 + 3.3 

Cat 2 13.8 + 3.4 21.1 + 3.3 16.1 + 4.6 Cat 2 9.0 + 2.4 13.7 + 2.5 10.2 + 3.5 

Cat 3 15.0 + 3.6 22.4 + 3.5 17.2 + 4.3 Cat 3 10.0 + 2.8 14.1 + 2.7 11.1 + 3.4 

Cat 4 15.2 + 4.0 22.9 + 2.9 17.1 + 4.0 Cat 4 10.0 + 2.8 14.2 + 2.7 11.0 + 3.1 

Cat 5 17.4 + 3.8 23.6 + 3.4 18.9 + 3.5 Cat 5 11.4 + 2.6 14.4 + 2.7 12.4 + 3.0 
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Table 7.2:  A summary of the major effects seen between the strongest El Niño and strongest La 
Niña events during the past 40 years as explained largely in Chan and Wang (2001).   
 

Effects El Niño La Niña 
Early Season TC Formation 
(Jan-July) 

Suppressed after  Enhanced 

Mean TC Life Span (Wang and 
Chan 2001) 

7 days (total season 159) 4 days (84 days)   

Fall recurving storms or those 
that exceed 35º N latitude.    

250% increase over Niña  1 

Formation Region  (Figures 
5.12a,b)   

SE Quadrant  
[5º-17º N, 140º E-180] 
31 vs. 2 for Niño vs. Niña 
74% formed south of 17ºN 
  

NW Quadrant   
[17º-30º N, 120º-
140ºE] 
28 vs. 7 for Niña 
vs. Niño 
75% formed 
north of 17ºN 

Late Seasonal TC Formation  Longitude to the east NW quadrant  
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



214 
 

 
Table 7.3:  Relationships between ACE and SSTA in the North Pacific [44º- 50º N, 210ºE - 
225ºE] and the Niño 3.4 region.  Bold is significant at the 99% level.  Italics at 95% level  
 

 
Basin  Correlation (NPAC) 

SST 
1982-2007 (1-2-1 
filter) 

Correlation with NIÑO3.4  
AMJ (5°N-5°S, 120°W-
170°W)  

Northern 
Hemisphere ACE 

0.94 0.57 

Western Pacific 
ACE 

0.88 0.60  

East Pac ACE 0.18 0.47 

Atlantic ACE 0.23 -0.30 
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Table 7.4:  ACE statistics during the months of July – December for 2007-2009 for the Northern 
Hemisphere as a whole (including the Northern Indian, Western North Pacific, Eastern North 
Pacific, and the North Atlantic basins).   
 

 2009 2008 2007 
 

July 16 85 33 
August 126 57 110 
September 84 136 85 
October 144 39 51 
November 54 17 55 
December 5 10 1 
Totals for July-Dec 428 345 335 
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Table 7.5:  Accumulated Cyclone Energy (ACE) for the years 2007-2009 for the Northern 
Hemisphere tropical cyclone basins.  Calendar year values are reported.   
 

 
 2009 2008 2007 

Eastern Pacific 128 82 53 

North Atlantic 52 144 72 

WPAC + NIO 281 204 261 

Total NH 461 431 386 
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Table 7.6:  30-year climatological ACE averages (1979-2008) for the basins of the Northern 
Hemisphere for the months of July – October.  For the NH overall, the July-October average is 
430.    
 

 
 July August September October 

Eastern Pacific 28 34 37 18 

North Atlantic 7 26 52 14 

WPAC + NIO 35 57 65 59 

Total NH 69 117 154 90 
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Figure 7.1: From Sriver and Huber (2006), their Figure 1.  Caption: “Power dissipation 
quantities for the ERA40 period 1958-2001, global PDI (gray curve), and PDI for the North 
Atlantic and Western North Pacific (red curve).  The blue curve is the PDI derived from 
Emanuel (2005) best-track data.  The curves were filtered and normalized with the respective 
standard deviations of the detrended time series.” 
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Figure 7.2:  Normalized comparison of Reanalysis PD vs Best Track PDI from 1979-2007.   The 
results from the ERA40 are quantitatively and qualitatively the same.  The correlation between 
the respective reanalysis PD exceeds R =0.90.  Similarly, the correlation between the BT PDI 
and Reanalysis PD exceeds 0.90. As shown in Maue and Hart (2007), an arbitrary constant wind 
(blue line, Figure 1) can be used instead of reanalysis data to arrive at the same conclusion 
(R>0.9) with increasing agreement after 1973. 
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Figure 7.3: Maximum 10-meter surface wind speed (knots) for the period July 1 – October 31 
2001 for ERA-Interim (top) ERA40 (top) and the year 2007 for JRA25 and NCEP Reanalysis 
(middle and bottom). 
 
 
 



221 
 

 
 
Figure 7.4: GMS-4 IR satellite imagery from JMA (courtesy of Digital Typhoon):  Typhoons 
Mireille (TY19) and Nat (TY20) at Sept 22 1991 06z with a powerful extratropical cyclone in 
the North Pacific. 
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Figure 7.5: MERRA analysis of 925 hPa wind speed (knots) for Sept 22, 1991 at 06Z 
corresponding to the IR imagery of Figure 7.4 with annuli centered upon the respective cyclone 
sea-level pressure minimum.  The warm seclusion and Typhoon Mirelle are zoomed for 
comparison. 
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Figure 7.6:  (a) Real-time H*wind Ivan 2004 maximum wind speed swath (> 34 knots) analysis 
(left) for H*wind analysis/observation times from 06:30Z September 6 to 07:30Z September 16 
and (b) H*wind September 9 01:30 Z surface wind analysis (> 34 knots). 
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Figure 7.7: Real-time H*wind maximum wind speed swath (> 34 knots) for Hurricane Ike 
(2008) from 19:30Z September 5 to 16:30Z September 13 (56 individual analyses). 
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Figure 7.8: Density of TC positions in the various basins [2.5x2.5 degree bin sizes] for all 
position points that are tropical in nature and exceed 34-knots one-minute wind speed for 1979-
2008 from the JTWC+NHC best-track datasets. 
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Figure 7.9: Density of TC positions in the various basins [2.5x2.5 degree bin sizes] for all 
position points that are tropical in nature and exceed 114-knots or Category 4 (one-minute) wind 
speed for 1979-2008 from the JTWC+NHC best-track datasets. 
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Figure 7.10: (a) Raw values of Northern Hemisphere and individual basin ACE from 1976 – 
2009 (shaded bar chart).  The stacked bars include ACE for the Western Pacific + Northern 
Indian Oceans (WPAC+NIO) (bottom), Eastern Pacific (EPAC,middle), and North Atlantic 
(NATL, top; darkest) basins.  (b)  Ratio of NH ACE occurring in the EPAC+NATL in percent 
from 1976-2009.  Updated from Figure 1 of Maue (2009). 
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Figure 7.11: (a)  Normalized ACE density map for all WPAC TC positions and intensities > 34 
knots in 2.5ºx2.5º bins with the shading magnitude according to the colorbar.  The black open 
circles are genesis locations (first tropical storm observation) of Category 4+ typhoons for the 
period 1979-2008. 
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Figure 7.12: (a) WPAC scatter plot of genesis regions for TCs during the peak season (July – 
September) with selected individual years highlighted. (b) WPAC scatter plot of Niño 3.4 SST 
anomaly and 1960-2007 mean seasonal genesis latitude during the peak season (July-
September).  Individual years are indicated on the plot. 
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Figure 7.13: El Niño – La Niña composite relative vorticity anomalies (x1e6 s-1) at 850 hPa 
(shading)and anomalous vector wind streamlines using NCEP/NCAR reanalysis data from 1965 
– 2007.    The 7 warm years chosen are 1965, 1972, 1982, 1987, 1997, 2002, and 2006.  While 
the 7 cold years are 1970, 1973, 1975, 1988, 1998, 1999, 2007.   NCEP/NCAR Reanalysis data 
obtained from the Climate Prediction Center. 
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Figure 7.14: As in Figure 7.13 but for 200 hPa divergence (shaded, scaled x 2e6 s-1). 
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Figure 7.15: (a) As in 4a, genesis location for 1997 WPAC TCs.  Oliwa and Paka translated in 
from the Central Pacific.  The El Niño box is denoted by the dotted subsection south of 20ºN and 
east of 160ºE.  The symbols indicate solid dots = Jan 1 – Jul 15, open triangles = July 16 – Oct 
15, and X = Oct 16 – Dec 31.  (b)  Monthly mean anomalies for the eastern equatorial Pacific 
SST (ºC hatched) and the Southern Oscillation Index (SOI) (shaded) for the period 1996-1997.  
(From Lander and Guard 2001). 
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Figure 7.16: (Top) Correlations between August-October monthly mean SST (1981-2008) and 
North Atlantic ACE following the method of Emanuel (2005). (Bottom)  Correlations between 
April -June monthly mean SST (1981-2008) and Northern Hemisphere combined ACE 
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Figure 7.17: 1982-2008 TC ACE for North Atlantic and Eastern Pacific basin.  Calendar year 
(tropical storm force or > 34 kt observations) from Figure S3 of Maue (2009). 
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Figure 7.18: Global and Northern Hemisphere TC ACE from the best track dataset, 24-month 
running sums (units x104 kts2) updated through June 30, 2010. 
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Figure 7.19:  ACE distribution per storm 1979-2009 for the [top/bottom] [Northern/Southern] 
Hemisphere (y axis) as a function of maximum wind speed attained (x axis, knots).  The 
shadings denote individual bins of size 0.5 ACE units by 5 knots wind speed.  The numbers 
inside the plot area identify the population in each wind speed bin.   
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Figure 7.20: Track of Hurricane Ioke (2006) with inset of MODIS image onboard TERRA 
satellite on August 24, 2006 at 21:55 UTC obtained from http://earthobservatory.nasa.gov/ 
NaturalHazards/view.php?id=17243&oldid=13811.     
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Figure 7.21:  Tracks of Southern Hemisphere tropical cyclones that exceed an ACE of 24 (n=58). 
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Figure 7.22: (a)  Tropical Cyclone Monica MODIS image on board AQUA on April 24, 2006 at 
04:30 UTC obtained from http://earthobservatory.nasa.gov/NaturalHazards/view.php 
?id=16456&oldid=13519  (b)   Tropical Cyclone Zoe from MODIS located just northeast of 
Vanuatu in the South Pacific Ocean on December 28, 2002 at 22:55 UTC obtained from 
http://visibleearth.nasa.gov/view_rec.php?id=4854.   
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APPENDIX A  

“LORENZ (1955) ENERGY EQUATIONS”  
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