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ABSTRACT

The warm seclusion or mature stage of the extratropical cyclone lifecycle @$en h
structural characteristics reminiscent of major tropical cyclones inclugimiike moats of calm
air at the barotropic warore center surrounded by hurricane force winds along thebbekt
warm front. Many extratropical cyclones experience periods of explosive ifidatien or
deepening (bomb) as a result of nonlinear dynamical feedbacks assocititeldtent heat
release. Considerable dynamical structure changes @uring short time periods of several
hours in which lower stratospheric and uppepospheric origin potential vorticity combines
with ephemeral lowetropospheric, diabatically generated potential vorticity to form a coherent,
upright tower circulabn. At the center, anomalously warm and moist air relative to the
surrounding environment is secluded and may exist for days into the flEuen with the
considerable body of research conducted during the last century, manyompiagmain
concerninghe warm seclusion proces$he focus of this work is on the diagnosis, climatology,
and synoptiedynamic development of the warm seclusion and surrounding flank of intense
winds.

To develop a climatology of warm seclusion and explosive extratropical cgcloumeent
longperiod reanalysis datasets are utilized along with storm tracking presednd cyclone
phase space diagnostictimitations of the reanalysis products are discussed with special focus
on tropical cyclone diagnosis and the recent dteondecrease in global accumulated tropical
cyclone energy. A large selection of case studies is simulated with the Weather Research and
Forecasting (WRF) mesoscale model usinghlsics and “fake dry” adiabatic runs in order to
capture the very fasvarm seclusion developmenResults are presented concerning the critical
role of latent heat release and the combination of advective and diabaticallgtgenmtential
vorticity in the generation of the coherent tower circulation characterfstieavarm seclusion.

To motivate future research, issues related to predictability are didougheocus on medium
range forecasts of varying extratropical cyclone lifecycledditional work is presented relating
tropical cyclones and larggcale climée variability with special emphasis on the abrupt and
dramatic decline in recent global tropical cyclone accumulated cycloneyenerg

XXi



CHAPTER ONE

INTRODUCTION

The warm seclusion or mature stage of the extratropical cyclone life@jel&rfes and
Solberg 1922; Shaprio and Keyser 1990) often has structural characteristiisaentiof major
tropical cyclones including eylé&ke moats of calm air at the barotropwarmcore center
surrounded by hurricane force winds along a lieak warm front. Many extratropical cyclones
experience periods of explosive intensification or deepening (Sanders akdnG{980) as a
result of nonlinear dynamical feedbacks associatgld latent heat release (Raymond 1992).
Considerable dynamical structure changes occur during short time perioelgedd| hours in
which a stratospherorigin airstream combines with ephemeral, loswepospheric generated
vorticity to form a coherdn upright tower circulation (Rossa et al. 2000). At the center,
anomalously warm and moist air relative to the surrounding environment islsg¢cnd may
exist for days into the future. The focus of this work is on the diagnosis and development of the
warm seclusion and surrounding flank of intense winds.

Extratropical cyclone lifecycles have been wsatlidied in the past century from
theoretical and observational points of view (Bjerknes 1919; Simmonds and Hoskins 1978;
Shapiro and Keyser 1990; Thorncroft et al. 1993). As data assimilation and numeritarweat
prediction technology improved, gridded datasets have evolved that allow for detailggisanal
of atmospheric phenomena on a variety of scales. Furthermore, advancesizeddaadl
mesacale model simulations have resulted in faithful representations of phenomenaalserv
nature. Thus, the goal of this work is to use advanced modeling tools and diagoostichy
the evolution of extratropical cyclones into warm core seclusions ftbmatological and
synoptic-dynamic points of view.

Using the MERRA (Bosilovich et al. 2006), a recently finished reanalysisedata81
year climatology of extratropical and tropical cyclone tracks is crestetbd, and analyzed with
specal focus on cyclones which develop wacare structure. While reanalysis datasets are
relatively coarse spatially, they do utilize available observations with sistent model and
current data assimilation technology. Several aspects of global extratromilcadeclifecycles
are presented including the location and frequency of warm seclusions. It ithfsodatabase
of cyclone tracks that several dozen estsgly choices will be made for finer spatial and
temporal scale mesosclae modeling simutetiosing the Weather and Research Forecasting
(WRF) model. Furthermore, WRF allows for sensitivity studies by removing ffeets of
surface fluxes or latent heat due to condensation.

There are still several open questions with regard to the development of warsmosec
including understanding the dynamical mechanisms responsible for the strezegthnd scale
of the mature warm core of explosively deepening extratropical cyclones icujzart
Additionally, the dynamical mechanisms responsible for the development and inteEniigy
extreme lowetropospheric winds on the periphery of the Hesmtk warm front which
cyclonically wraps around the quiescent seclusion are not well documented. Thef lack o
observations over the maritime oceans lmsesvhat been ameliorated with advances in remote
sensing technology yet especially the observation of warm seclusions kbsir@uikSCAT

1



microwave scatterometer (i.e. Von Ahn et al. 2006). Thus, with the many new slatzsktble

that incorporate thes#bservations, it is the optimal time to initiate additional research into warm
seclusion cyclones and provide a fresh perspective on several topics intertwingtingncl
predictability.

In addition to extreme events such as the extratropical transitivopical cyclones and
warmcore seclusion development, it is hypothesized that there are otheefiones associated
with reduced mediumange predictability. Extratropical cyclones may evolve from
transitioning tropical cyclones and impart consadide impact on hemispheric predictability as
measured by NWP forecast skill (Anwender et al. 2008; Harr and Dea 2009). Howevell ar
specific atmospheric flow regimes, associated with warm seclusionsctpredi the medium
range or 47 days? Errors associated with analysis uncertainty due to incomplete or itadequa
observation data assimilation can lead to large forecast errors in themradige (Swanson and
Roebber 2008; Langland et al. 2008). These uncertainties are coupled with the potlmgal of
errors due to the flow regime itself (e.g. Shapiro et al. 2001). This rese@mieahas been a
result of continued collaboration with NRL Monterey and will be a large part of the post
doctoral work.

Since 1995, the North Atlantic basin has exgered considerably enhanced hurricane
activity in terms of frequency, intensity, and duration (Goldenberg et al. 2001; Emanuel 2005)
On the heels of the exceptionally active 2004 and 2005 NATL hurricane seasons acanEurr
Katrina in August 2005, a coiderable body of research attributed the spate of storms to climate
change. While the new consensus viewpoint by Knutson et al. (2010) has put a lid on the
hyperbole for now, there is still a significant disconnect among maegna®ers in approaching
the tropical cyclones and climate problem. To address this in the final chagrpsited that
the North Atlantic hurricane activity increase should be examined with a glofsglepgve in
mind. Indeed, metrics of global tropical cyclone activity @r&0year lows (Maue 2009) and
show no signs of abating from the sevemrdrs Iull.

This chapter contains research that was conducted prior to the new assessment or
consensus described in Knutson et al. (2010) but the conclusions throughoutitatvelyathe
same. Indeed, using waltcepted metrics of TC activity, it will be shown that there is
considerable interannual variability and large amplitude changes in intensiyerfiey, and
duration of storms. Accepting the bésick data recordssas, no attempt is made to correct for
heterogeneities. However, problems in using current and past atmosphesietdatatrend
attribution studies are discussed (Maue and Hart 2007). One advantage ofadtegwgtiics over
frequency or counts is thatrors in TC intensity estimates are likely randomly distributed yet
considerable reanalysis of the bastck records must still be done. It is a goal to introduce and
expound upon the twpronged problem of understanding a TC's role in climate and hew th
largescale climate modulates TC activity on weekly to monthly time scales and loegeéta(t
et al. 2007).

The framework of the dissertation chapters is presented as follows. Chapter 2spaovide
multifaceted and comprehensive review of the mountain of previous literatureargerio
extratropical cyclone lifecycles, structure, and development mechanismes. nékt chapter
highlights the usage of reanalysis datasets, cyclone tracking routinedheapgictone phase
space diagnostics of Hart (2003) to present a global viewpoint of global wdusi@edocation
and frequency. Chapter 4 develops the diagnostics necessary for analyzing elasiorse
mature structure in both the reanalysis datasets and WRF mesoscale hinddasioesn A
short chapter discusses the overall impacts of the syrpimmical descriptions and a



conceptualization of the warm seclusion process. Two additional chapters expound upon
previously peereviewed manuscripts associated with data assimilation and predictability a
well as tropical cyclones and climate.



CHAPTER TWO

EXTRATROPICAL CYCLON E LIFECYCLES

There are two main conceptual models of-lewel cyclone structure and evolution: the
Norwegian cyclone model (Bjerknes 1919, Bjerknes and Solberg 1922) and pie-8gyser
cyclone model (Shapiro and Keyser 1990). The former model describes a dfdlesttlis
mainly meridionallyoriented with a long, strong cefdont and a shorter and weaker warm
front. The “occlusion” is formed by the pinching and narrowifighe warmsector by the
advancing coldront. A ShapireKeyser cyclone is typically zonaklgriented with a strong
warmfront but relatively weak cold front. The main difference between thditeaycles has
been suggested to be due to the upgel largescale flow within which the cyclone is
embedded (e.g. Shapiro and Keyser 1990; Shapiro et al. 1999; Schultz et al. 1998; Schultz and
Zhang 2007). The differences in cyclone structure have been attributed tgedlongcrosget
horizontal wind speed variations (e.g. Davies et al. 1991; Thorncroft et al. 1993).

In general, extratropical cyclones form as the result of barocliniggmeocesses over
the midlatitude regions of both hemispheres. They serve a critical role in tidioms
transportof heat, moisture, and momentum within the general circulation within whichatieey
embedded. The predictability of weather and climate on a variety of scales is affgcted b
extratropical cyclones, which serve as an important teleconnection mechandgingothe
domain between larggcale climate and local weather (Lau 1988; Robertson and Metz 1990).
Their lifecycles have been well studied from theoretical (e.g. Simmonds arkingld978),
numerical (e.g. Nielsen and Sass 2003), observational (e.g. Niemann and St@gdro
Browning 2004), and climatological (Hoskins and Hodges 2002; Hoskins and Hodges 2005)
points of view and several development conceptualizations have been presented.

Rapidly intensifying maritime extratropical cyclones are charaei by Sanders and
Gyakum (1980) as “meteorological bombs” if their central pressure dropped by @ pgleicstly
adjusted 1 millibar per hour for a period of 24 hours. Most often observed along the easter
coasts of Asia and North America during thédeseason, these intense cyclones take advantage
of favorable baroclinic dynamics aloft and benefit thermodynamicaliy sarface fluxes (e.g.

Gulf Stream and Kuroshio currents) to generate convection and release latettirtnagh
precipitation. Work in the 1980s confirmed and expounded upon Sanders and Gyakum (1980)
from both observational and modeling viewpoints (Roebber 1984; Rogers and Bosart 1986;
Sanders 1986; Gyakum et al. 1989; Roebber 1989). However, both idealized and realistic
numerical simlations of extratropical cyclogenesis and development failed to reproduce the
classical Norwegian cyclorfeontal occlusion structure (Bjerknes 1921; Bjerknes and Solberg
1922). Thus, an alternative conceptualization developed by Shapiro and Keyser (1990
encapsulated many of the aspects of marine cyclogenesis that the classiadilorcyclone

model did not address, mainly the development of frontal fracture and warmectusian. The
powerful warm seclusion from the ERICA field program intensiv&9d89 (Figure 2.1) provided
considerable observations that finally validated the numerical experimeiats etitallenged the
conceptualization encapsulated in the Norwegian cyclone lifecycle paradigm.



2.1 Shapiro-Keyser Extratropical Cyclone Lifecycle

A warmcore seclusion is the mature stage of an intense marine extratropical cyclone
typified by explosive deepening, strong surface winds, and thermally indireciconeemature
structure as conceptualized within the Shapiro-Keyser and Norwegian cyibbayele models.

2.1.1 Introduction

Numerical simulations during the 1960s (e.g. Edelmann 1963; Eliassen and Raustein
1968) of amplifying baroclinic waves produced surface frontal structuresliffered from the
Norwegian frontakcyclone model. During the 1970s and 1980s, tdiseensional Eady (1949)
model wave simulations showed previously undescribed frontal processes includiramtl)
fracture or frontolysis near the cyclone center during the early stagesclofeayesis, (2)
formation of abentback warm front into the northerly flow west of the rapidly deepening
cyclone and (3) the formation of a wagare frontal seclusion in the pestld-front cool air at
the mature phase of the cyclone. The strongest baroclinicity was in thibddentarm front
and these structures were indeed simulated using adiabatic models exclushhdéatt and
surface flux processes. Model simulations of the Queen Elizabeth 1l (Qiotih of 1977
(Anthes et al. 1983; Kuo et al. 1990) which included boundmyer physics and latent heat
processes at higiesolutions confirmed the adiabatic simulations conducted earlier. In
conjunction with normal mode idealized modeling approaches, subsequent studies included more
realistic representation of predecessatudbances or potential vorticity anomalies at the initial
time, the inclusion of barotropic background or environmental shears, and the acknowilgdgeme
of downstream and upstream wave dispersion and growth.

Shapiro and Keyser (1990) proposed a new conceptual model describing four distinct
phases of extratropical cyclone life cycles based upon a combination of numevasling
simulations (Hoskins and West 1979; Keyser et al. 1989; Schar 1989; Polavarapu and Peltier
1990, Gyakum et al. 1983ab, Kuo et al. 1990, Davies et al. 1991; Anthes et al. 1983) and field
experiment observations (Alaska Storms Program ASP, ERICA). The SK90 dite rapdel
recently extended by Hewson (2009) to include diminutive frontal waves €F2gR) describes
the formation of an incipient frontal cyclone along a broad, zonally continuous ibaradne
(phases €8). During the frontal fracture and-bone stages (phases 4 and 5), the previously
continuous cold front and its sharp temperature gradient fractures and weakens nedorlee cy
center. Consequently, a warm front develops backward (in storm relative cooj)darades
rapidly encircles or “secludes” a pocket of air around the cyclone center. Titehgewarm
core seclusion (phase 6) has been observed to contain air ~7° K warmer than that on the cold
side of the encircling besitack warm front (Shapiro and Keyser 1990) with a mesoscale band of
hurricane force winds (Browning 2004; Browning and Field 2004; Parton et al. 2009; Baker
2009) observed on the cold side of the frontal seclusion. This band of strong winds is associated
with rapidly descending air and has been termed a ‘sting jet' (Grgnas 1995). Theglorw
cyclone model occlusion involved air originating from the warm sector rather thiam whe
baroclinicity of the polar air as in the SK90 model.

Recent research has been somewhat divided about whether warm seclusion a#telopm
is a purely adiabatic process (Reed et al. 1994) or a result of diabatidadligced adiabatic
development (Gyakum 1983a,b; Kuo et al. 1992). Detailed field experiment observations from



aircraft and numerical simulations (e.g. Neiman et al. 1993, 1998; Neiman and Shapiro 1993;
and Wakimoto et al. 1995) confirm the suitability of the SK90 life cycle model toibesoany

rapidy developing extratropical cyclones. Extensive reviews of extratropicédrey research

are contained in the monographs edited by Holopainen (1990) and Shapiro and Grgnas (1999).

Grgnas (1995), in a study of a powerful cyclone that made landfall along the Norwegian
west coast in January 1992, described some of the dynamical processes leadindneup to t
development of a powerful warm seclusion. A major observation was that the léasnt
heat connected to the berdck warm front played an important role in forming the seclusion,
while airsea flux interaction played a minor role. This latent heat release helped at&igor
convection and generate potential vorticity (PV) within the warm air during ¢bkisson
process. In the center of tiarm core seclusion, backward trajectories indicated that the air
originated on the warm side of the nascent frontal zone. With an upstream ge¥itaromaly
at uppetflevels in phase with the surface low, a strong-level jet formed on the outside af
“seclusion trough”. As the lovevel jet and uppelevel largescale westerly flow became
configured in parallel, Grgnas (1995) connected this superposition with the strongesedbs
surface winds and called this the “sting at the end of the taiftiolg jet”.

Following Hoskins et al. (1985), the latent heat release by condensation céetdubtoe
the development of a positive PV anomaly below the heat source and a negative Pl anoma
above. Grgnas (1995) showed that the warm seclusion Ilsadalhscale, tight uppelevel
connection to a PV streamer descending from above. Strong saturated ascent innites @dva
the storm was found to be favorable for the reduction of static stability and arsenanethe
Rossby height. The result was tighter vertical coupling or phase lockiwgédrethe upper and
lower-level PV anomalies, which portends a stronger storm resulting from mutual aniplifica
and intensification (Hoskins et al. 1985). This seclusion formation process with tthealepse
of latent heat and lowdevel positive PV formation occurred on a 6-12 hour time scale.

Shapiro et al. (1999) proposed that explosive cyclogenesis can be conceptualized as a
nexus of interactions between larggale and smablcale phenomena such asptypause
folding, jet stream dynamics, upplevel PV anomalies, and lelevel baroclinicity. In the
context of these different scales, Shapiro et al. (1999) asked if the results eficalm
simulations of highly idealized cyclone lifecycles (Simmons Biadkins 1979; Davies et al.
1991; Thorncroft et al. 1993; Wernli 1995; Methven 1996) adequately resolve the complex
observed phenomena occurring in nature. Other idealized simulations (e.g. Hines hndoViec
1993) found that the existence of frontal fracture and-back warm front structures were
critically dependent upon the degree of friction in the model, and favored suclopieeats
over the oceans as opposed to continental lower-boundaries.

As an extension of the original ShapKeyser (1990) lifecycle paradigm, Shapiro and
Donall-Grell (1994) hypothesized that different phasing and vertical and/or meridional
alignments of the arctic, polar, and subtropical jet streams and theictresg®V/ anomalies are
accompanied by differing environmentdlesirs that modulate the life cycles of extratropical
cyclones. On a related note, Shapiro et al. (1999) examined the influences of barotromin shea
idealized cyclone lifecycles. This shear is on the order of 10 m/s over 2000 knh, i&hic
relatively snall environmental shear (Thorncroft et al. 1993). Without barotropic shear, a
cyclone develops the characteristicbdne, benback warm front, and warm seclusion
conceptualized by SK90 and observed by Neiman and Shaprio (1993). This type of cyclone was
defined as LC1 or “Lifecycle 1” and develops within a nearly symmetric jetL@a cyclone
develops within cyclonic barotropic shear and is typical of classical Ncawegiclusions and is



described as a “cyclonic Rossimave breaking cyclone”. Simmons (1999) presented
representative examples of the upjexel PV wave structure associated with the two contrasting
life cycles. A third lifecycle, LC3 forms in anticyclonic shear butsfad develop an occlusion,
instead remaining an open frontal wave owe (described as anticyclonic Rossigve
breaking). Martius et al. (2007) has demonstrated that the climatologicalrfoyopfeLC1 and
LC2 cyclones (as described by upgmrel potential vorticity structures) is sensitive to the
background largsecaleflow.

2.12 Shapiro-Keyser and Norwegian cyclone lifecycles

From an observational point of view, Schultz et al. (1998) demonstrated that zonal
variations in the background horizontal flow controlled the structure and evolution ohegcl
(Figure 23). The following observationally based conclusions were further confirmed by
Schultz and Zhang (2007) with idealized modeling of baroclinic waves concentratirge on t
zonal variability of alonget stream flows.

Cyclones moving into a background diffluent flow (downstream of the cyclone) were
observed to produce Norwegtype features as the cyclone is stretched in the meridional
direction favoring strong colttontogenesis, meridionally elongated vorticity features and
fronts. Frontal fracture is not observed near the occlusion triple point. The kmticsity
rotating warm front and its companion rotating cold front result in a narrowing of dha w
sector during cyclogenesis and yields a Norwegian occlusion. The cyclamskation takes on
a nore poleward motion allowing the eastwan@ving cold air equatorward of the low center to
surround it and complete the occlusion process. As the air inside is cutoff or secluded, it is
equivalent to describe this air as a wagetlusion but formed in a different manner than the
ShapiroKeyser warmseclusion. Norwegian occlusions are typical of cyclones at the end of
storm, as observed by western United States and European meteorologist¢a{lage and
Hobbs 1977; Friedman 1989).

Conversely, cyclones that moved through confluent flow stretched the cyclohe in t
zonal direction favoring strong zonalyiented warrdrontogenesis. The development of a
frontal fracture, Thone pattern, besitack warmfront, and warrnmseclusion typically followed
consstent with the Shapir&eyser cyclone lifecycle model. Thebbne structure of a Shapiro
Keyser cyclone occurs when the orientation of the isentropes changedyafouaptmeridional
to zonal at the intersection of the cold and warm fronts. Here, med¢ien of frontal fracture, a
highly frontolytic environment exists and deformation tends to spread the isentqugmes a
According to Schultz et al., a similar configuration of frontolysis occurlseasouthwestern end
of the bertback warm front. Due to the very strong winds along the periphery of thédekt
warm front and the rapid eastward translation of the cyclone center, the cokktof the bent
back front cannot wrap around the southern edge of the low center as strongly as in the
Norwegan cyclone model. The Shapikeyser model was based upon observations during the
ERICA field experience in the confluence entrance region of the North Atlamtia srack.

Wernli et al. (2002) studied the devastating “Lothar” storm of 1999, whichedaus
considerable damage especially to forests in France and other European loaaies tHe
incipient stages of development (Figure 2.2, phas8y @o significant PV anomalies at the
tropopause were evident as the cyclone translated south of areioigpexievel jet. A low
level positive PV anomaly was subsisted by strong condensational heatingtestiggebe
related to diabatic Rossby wave dynamics (Snyder 1991; Snyder aneéhih€91; Parker and



Thorpe 1995; Moore and Montgomery 2004). A diabBRiossby wave is characterized by the
propagation and regeneration of PV in the thermal wind direction in the lower troposphere
leading to ascent and latent heat release. Warm air advection associated withatiarf2\y
induced circulation’s southerly winds leads to saturated ascent along norgio@rd) moist
isentropes. The strong diabatic PV generation downstream of tHeuelwortex continually
regenerates the vortex and slowly intensifies it. When the PV inducet&VeWcirculation
reaches large enough scale, a narrow and intense tropopause fold or PV streamerdian rapi
descend into and wrap around the cyclone center forming a coherent “PV tower” (Hoskins 1990;
Rossa et al. 2000). Browning et al. (1997) demonstrated that the entiesleading to a dry
intrusion and frontal fracture was related to the descent of an-lgyeemaximum of PV within

a developing tropopause fold.

Wernli et al. (2002) conducted a dry adiabatic simulation of Lothar and did not see the
development of a PXower and only very weak surface development suggesting that latent heat
release through condensation and diabatic PV generation was the primary nmecfwanis
triggering the explosive cyclone development. Parker (1998) explained thassalaltyclones
have a higher potential for constructive interaction within a moist dynamicaéwark and by
extension to this study, Lothar’'s bottom-up development.

As reviewed by Mallet et al. (1999) and in more detail by Uccellini (1990), théaeges
case to case variability with respect to the effects of latent heat release @oH&)clone
lifecycles. As one example of contradictory evidence, Davis et al3)188ked at three case
studies and found a weak feedback of latent heating onto the interaction cfaygbétV and
surface theta anomalies.

A more recent modeling study by Nielsen and Sass (NS03, 2003) concluded that high
resolution simulations (~1 kngrid spacing) were required to adequately analyze frontal
development at small scales associated with wseatusion type developments. NSO03 describe
a storm that impacted Denmark as a typical SK90 lifecycle, svalé cyclone that also
reflected the lassic configuration of Type B (Petterssen and Smebye 1971) synoptic
development. It is noted that the Danish storm’s cyclogenesis was notcsigttyfisensitive to
sensible and latent heat fluxes at thesem interface.

In their description ofhe Danish’s storm LCGlype lifecycle, NSO3 observed the rapid
evolution of the bemback warm front during the -Bone/frontal fracture phase (Browning
1997). Again, a sensitivity run without the effects of latent heat release sdav sinucture but
failed to produce as strong bdiick warm front and resulting warm seclusion. A conceptual
model (NSO3 their Figure 12) of the formation of the Heatk warm front and lovevel jet
shows the rapid evolution from thebbne, frontal fracture, to the warseclusion stage. During
this 6 to 12 hour evolution, the bepdck warm front becomes the dominant feature atléwel
and experiences downstream intensification at its tip due to precipitationtamidheat release.

The parallel alignment of uppget and the dominant loVevel jet associated with the bepdck
warm front during the seclusion stage are associated with a large swathnviapiptdamaging
winds.

Yoshida and Asuma (2008) also clarify the role of latent heat releasghardpraesses
in the explosive cyclogenesis using numerical simulations and analysescohciyded that the
evolution of explosive cyclones is closely related to the cyclone mesoscaiigy reflecting
the largescale environment, in particular, the moisture supply and the-Edpanomaly, which
modulates distribution of the latent heat release in the horizontal and vertical.



2.1.3. Connection of gclone lifecycles to large scalarculation

While the inclusion of cyclonic barotropic environmental ashiypically results in the
formation of a Norwegiattype (references) warmcclusion at maturity- a secalled LC2, the
noshear case results in a Shagfeyser (1990) LC1 warrseclusion. The definition of
barotropic shear describes vertical wind shisat is independent of height. The following
discussion summarizes the descriptions of the two different baroclinicliiggcles as well as
the lowerlevel cyclone characteristics based upon the review of Shapiro et al. (1999, Section
3.1), and discusons in many papers including AuguBtinaredea et al. (2005), Schultz et al.
(1998), and Martius et al. (2007).

LC1:

The noeshear case baroclinic lifecycle or LC1 occurs when an initial wave develops
poleward of the main baroclinic zongtaps up cyclonically with a southern piece that and often
undergoes anttyclonic wave breaking equatorward of the jet, fractures from the main wave,
and forms a cutoff. The Shapikeyser lifecycle has been described in Section prior. Methven
(1996) extended the work of Thorncroft et al. (1993) using a-tagblution spectral model to
investigate the influence of barotropic shear on the formation and deformativifiGrients in
the vicinity of the tropopause and within surface frontal structures.

LC2:

The cyclonic barotropic shear case or LC2 develops a much strongericyatoulation
typically living out its entire lifecycle poleward of the main jet without wave lnea
equatorward of the jet. Norwegian type occlusions result from LC2 developméhtsa w
Bergeron warrfrontal occlusion and comrrghaped vorticity maxima that spirals inward into a
warmseclusion of air at the cyclone center (Bjerknes and Solberg 1922; Bergeron 1928). The
cold front is typically short with no indication of frontal fracture in vicinity of theclusion
triple point. The cyclonic barotropic shear tends to rotate the cold front into a NW to S
orientation. In the idealized model simulations of Methven (1996), the cydberar LC2
resembled the classicaloNvegian frontalbcclusion cyclone (Figure). The surface thermal
fields showed a wellleveloped warnfront that extended continuously without fracture from
east of the warm sector and backwards relative to the cyclone to compleietjees warmair
sedusion center. The surface vorticity signature consisted of a cycloricity filament coiled
in a serpentine manner in towards the center. On thd&388ntropic level, a narrow filament
of PV extruded from the stratosphere above also coiled cgalbnjust displaced west of the
surface spiral. The LC2 is easily differentiated from the LC1 becaudiee overy deep and
narrow tropopause fold or PV trough.

A schematic (Figure 2.5) from Auguflanareda et al. (2005) was based upon a study of
extratropical transition of North Atlantic tropical cyclones and their interactibm midlatitude
environmental vertical shear. The quoted figure caption reiterates much afbtbmentioned
differences between LC1 and LC2 cyclones but also includastaryclonc shear case defined
as LC3. Maue (2004) in his Master's Thesis described the differing extratropicase
lifecycles of posET Atlantic storms and followed up with a paper on waeulusion
development from both transitioning tropical cyclones andtrmpical explosive extratropical



cyclogenesis (Maue and Hart 2005). The work of AugRatiareda et al. (2005) and Hart et al.
(2006) further highlights the case-case variability of post ET cyclone lifecycles.

The concept of lifecycles isnportant both for observational and forecasting purposes
with respect to the Norwegian and SK90 paradigms (Bjerknes and Solberg 1922; @hdpiro
Keyser 1990) as well as understanding-foegquency blocking, the North Atlantic Oscillation
(Benedict et al2004) and other largecale phenomena (Martius et al. 2007). Noting the well
observed changes in the extratropical circulation due to the shifting of the stddtjepduring
ENSO phases (Bjerknes 1969), changes in the background mean flow influenceethll
lifecycles of both extratropical and tropical cyclones. Shapiro et al. (2001) Ms#driRing and
mean PV maps to contrast the baroclinic lifecycles in the eastern Pacific dwistrdahg El
Nifio of 1997/98 and the La Nifia episode of 1999.rimuthe warm (cold) phase, cyclonic
(anticyclonic) wavebreaking events were found and subsequently confirmed in numerical model
experiments of Orlanski (2003). It was also observed that predictability ortiopaldNWP
forecasts have less skill over stern North America due to upstream wave breaking.

2.2 Extratropical Cyclone Structure —Observational Aspects
2.2.1 Dry intrusion

The dry intrusion shown in isentropic analysis from the studies of Danielsen (1964) and
Green et al. (1966) floods tihear of the cyclone with cold air that has a history of descent likely
from the lower stratosphere. Like the WCB, the dry intrusion is a narrow beftlmftas not in
itself a cloudproducing flow (Uccellini et al. 1985). Associated with the dry intrusion is
dryness, high potential vorticity (PV) brought down from levels where ambiens Righ, and
tropopause folding on the left flank of an upp@pospheric jet streak (Reed and Danielsen
1959). If the dry intrusion overruns the WCB, it leads to the generation of a shallowzorast
with potential instability at its top (Browning 1990). From the excellent review in 9896 1
Monograph: “When the dry higRV air encroaches in the form of a wed#fined and fast
moving dry intrusion, these effectse augments by more fegaching effects. Hoskins et al.
(1985) have described how the arrival of such a positive PV anomaly aloft is ofterpaoden
by surface cyclogenesis, which can be particularly marked when it overrungnaavamaly
and may be further accentuated if the dewel air is moist. Thus a dry intrusion overrunning a
high- w WCB is the archetypal situation for rapid development.”

Dry intrusions are coherent regions of higbiential vorticity (PV) air which descends
from near troppauselevels (Browning 1997). Easily viewed in water vapor imagery as ‘dark
JRQHVY GU\ LQWUXVLRQV DUH L GH QMair lthatl @ayDcsude RatentdIX UH 11U
instability and shower development. While latent heat release is criticaltyrtemp for rapid
cyclogenesis, dry intrusion impacts make up the other half of the story. rhaegiselated by
Danielsen (1964) and described by Browning (1997 their Figure 1)intugion flow is
characterized by its history of descent from a newlebged tropopause fold, which implies
drying and adiabatic warming (Figure 2.6). The Hyh and low Z DLU LPSO\ VHSDU
important effects in enhancing cyclogenesis.

From the airstream analysis or conveyor belt model (Browning 1997 their Figuhe 5), t
dry intrusion is seen as oh@lf of the transverse circulation associated with moist air ascending
in a retrograde manner into the cloud head in the middle and upper troposphere (Figure 2.7).
The dry and moist flows intersect in the cyclone core wipam¢ of the dry intrusion may
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overrun a shallow moist zone (SMZ). The dry intrusion is most closely assbaiath the
frontalfracture phase of development in the SK90 cyclone model. Corresponding with the dry
intrusion is the protrusion of higRV terdrils into the loweitroposphere which may be critical

for rapid cyclogenesis through the ideas of&ddpling (Hoskins et al. 1985) and development

of extreme winds around the equatorward flank of the developing warm-seclusion.

2.2.2 Warm conveyor belt

The embedded cyclones and anticyclones within the midlatitudes account for much of the
variability on synoptic time scales (Trenberth 1991). The intervening frootkige much of
the vertical and poleward moisture transport and precipitation in thetioidés (Stewart et al.
1998). Within the cyclone’s flow coordinate system, there are three narrdsngaains including
the dry intrusion, coltonveyor belt, and the wargonveyor belt (WCB). Following the quasi
Lagrangian conveyor belt model of Harrold (1973), the warm conveyor belt transgrges |
guantities of heat, moisture, and westerly momentum poleward and upward withati\eelsel
narrow flow. Originating in the cyclone’s warm sector, the WCB is the pyieiaud producing
flow and has the singest vertical motion of the three airstreams. It is responsible for most of
the cyclone’s poleward energy transport from latent and sensible heat throoghtairen.
Termed atmospheric rivers (Newell et al. 1992), WCBs appear as Hoghtfmontd bands with
high precipitable water content.

WCBSs are responsible for the rapid transport of moisture vertically and deamsénd
contribute greatly to the LHR impact on cyclogenesis (Eckhardt et al..208/4)en simulations
of cyclones are conducted without the effects of LHR, warm conveyor belts aratpraese
significantly less intense (e.g. Kuo et al. 1991; Davis et al. 1993). The LHRIreasly been
described as responsible for the generation of PV anomalies in the lowetdie tnoposphere
ard the WCB serve as a primary source for the condensational heating, and are Iii@teooi
with bomb cyclone development. After ascending to near tropopause levels, the WCB
airstreams are characterized by 1BW values (Wernli 1997).

2.2.3 Frontal fracture and T-Bone

From the numerical simulation of SK90, the previously continuous cold front fractured
near the center of the deepening cyclone and the temperature gradients relaxess fnectute
12-Hours into the simulation. Browning and Roberts (1994) generated a conceptual model
(Figure 2.8) reconciling the frontal fracture with the other concepts affgpits, dry intrusion,
cloud head, and conveyor belts in a developing cyclone. In the region of the frontal fraature ne
the cyclone centethe dry intrusion air from above and upstream overruns a shallow moist zone
(SM2) of warmconveyorbelt (WCB) air as described in the split front model of Browning and
Monk (1982). Since the diptrusion air has a history of descent, it is also nedyi warm
resulting in a large region of potential instability over the SMZ which gesser@onvection
along the leading edge (Browning et al. 1997).

From Neiman and Shapiro (1993), theBdne phase of the-8 January 1989 IGR
cyclone is described usir@0-hPa temperature analysis. At the triple point where thenesstt
oriented warndront intersected the nor$outh oriented coldfont, a TBone structure
developed. During this phase, the beatk warm front developed westward and southward
relativeto the cyclone center into the polar airstream. The incipient vw8aohision structure
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was formed after this betack warm front extended southward through the cyclone center and
into the westerly flow as a secondary cold front.

2.2.4 Warm seclusioror occluded phase

As motivation for this dissertation, a higbsolution mesoscale numerical weather
prediction hindcast was conducted for the ERI®¥®4 storm in order to provide a current
dataset which can be used to recreate the observational pldte@doin the seminal literature
(i.,e. SK90, NE93). The details of the configuration of the Weather and Researchstiogeca
(WRF) model are provided in a later chapter (85), but a few notes are discussed bené=fdr
The model was initialized usingRA-Interim Reanalysis data (83.2.4) and is run foth6Qrs
beginning at 12Z on January 3, 1989 with a grid spacing of 4 km using explicit cumulus
parameterization.

The seclusion of warrmore air characterizing the cyclone’s mature state occurs within
thebaroclinicity of the polar air as a result of cold polar air cyclonicaltyreling the low center
(SK90). NE93 discuss the formation of the warm seclusion from an observational point of
view. The air inside the warnseclusion center was found to originate solely in the-paisk
frontal polar airstream. Surrounding the cyclone, -aisidair flooded behind and over the Gulf
Stream contributing tremendous upward sensible and latent heat fluxes exceeding 1200 Wm
The WRF hindcast surface fluxes (Rigw2.9) show the tremendous scale and intensity of the
cold-air plunging equatorward behind the intense cyclone, which at this junction, 14Z 04 Jan
1989, has deepened nearlyt#Ba in the previous H2ours to 958 hPa. The strongest fluxes are
near the ceter of the storm exceeding 2200 \AZn It is apparent that the very strong winds
along the benback warm front and behind the main célont are contributing to the fluxes as
depicted in the near-surface wind speed at the 870-hPa level (Figure 2.10).

The vertical development of the waimontal occlusion structure with height suggests a
bottomup expansion. First observed in the lower troposphere an®@he seclusion structure
rose with height to about 5@@b. While the frontal gradients weakened with height, the radial
extent of the warrseclusion increased dramatically from 125 km at-@@0to greater than 700
km at 500mb (Neiman et al. 1993). From SK90 (their Figure 19), the structure of tlmee wa
seclusion was structurally analogous attof a tropical cyclone with its shallow, outward
sloping baroclinic ring that was suggested to "may be unique to -a@mn extratropical
cyclones" (NE93).

During the final flight through the storm during its waseclusion stage, a nesurface
, ( Dalysis found a mesoscale pocket of higlft DLU ! . SUH Ydolg-ixovit@l ailS R V W
at the cyclone center (Neiman et al. 1993). This value-302R higher than the surrounding
equivalent potential temperatures. This is reproduced with the WRF simulation as isheaw
850-K3D OHYHO ,( YLHZ DW = -DQ JLIXUH WKH SR FNHWE
after the seclusion culff the warmsector suggests the impacts of upward latent heat fluxes on
air entering the seclusion. They observed wspdeds of 385 msl1 on the cold side of the
frontal seclusion encircled a "truly mesoscale" pocket of anomalousiyg aiaonly 150-200 km
across.
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2.3 Extratropical Cyclone Development: Role of Forcing Mechanisms
2.3.1 Potential vorticity thinking

Hoskins et al. (1985) formalized the Bdint of view and described cyclogenesis in an
adiabatic atmosphere as the mutual interaction between surface and tropopauseitievel
amplitude disturbances. This formulation is consistent with the Eady modelaeé
development in the adiabatic context (Morgan and NieGGammon) and the Sutcliffieettersen
"self-development” framework (Sutcliffe and Forsdyke 1950; Pettersen 1956; Uccellini 1990)
In the latter scenario, a positive feedback mechanism allowsy@one growth as lovevel
thermal advection induces skeael pressure falls which amplifies the corresponding ufsse
wave.

The role of diabatic processes including latent heat release (LHR) in extalropi
cyclogenesis have been studied dutimg past three decades by many scientists (Bosart 1981;
Gyakum 1983a,b; Uccellini et al. 1987; Reed et al. 1988; Reed and Kuo 1988; Davis and
Emanuel 1991; Davis et al. 1993; Stoelinga 1996). In the PV framework, latent heat releas
(LHR) may enhance clmgenesis development through two apparent pathways: reduction of
effective static stability (Durran and Klemp 1982) and the generation (destiuatiPV below
(above) the level of maximum diabatic heating along the absolute vorticitprveStatic
stability reduction increases the vertical penetration of the circulations detatehe PV
anomalies on both the uppeand lower boundaries, which readily enhances the mutual
amplification of these waves (Hoskins et al. 1985). Moreover, latent heaserehlso is
associated with the nonadvective enhancement of the upper ridges downstrearfacd s
cyclones and lowetropospheric PV maxima in the vicinity of cyclones (e.g. Gyakum 1983b;
Reed et al. 1992; Davis et al. 1993; Rossa et al. 2000). PV cadibtributed vertically by
introducing a diabatic heat source into the column (Hoskins et al. 1985).

With the second pathway, if the LHR maximum is located in the middle troposphere, PV
is generated (destroyed) in the lower (upper) troposphere (Raymond 1992). Thela@ieV
anomalies generated add to the surface cyclone intensity and reinforcedtieenggopotential
height perturbations (Stoelinga 1996). From the height tendency equation in the
guasigeostrophic framework, the ldewel PV anonaly generation is akin to hydrostatic
pressure falls below a maximum in heating. Stoelinga (1996) showed that thal vgedient
of the heating and the strength of the absolute vorticity will determine the fieakity of the
resulting lowetlevel PV anomaly (e.g. Reed et al. 1992, their Figure 16 shows this diabatically
generated PV anomaly). Stoelinga (1996) found that the J@wel diabatically produced PV
maximum contributed 70% to the mature cyclone’s intensity in a sensitivity studg rafiehof
heating and friction in a numerically simulated cyclone. There is larget@a&sse variability
when attributing diabatically produced PV maxima to the amplification of cyclamialations
(Davis 1992; Dauvis et al. 1993; Stoelinga 1996).

Diabatically generated PV anomalies can also be associated with strong windsythat pl
significant role in the development and enhancement ofléoel jets (Whitaker et al. 1988;
Lackmann 2002), transportation of moisture (Lackmann and Gyakum 1999; Bramaa
Lackmann 2005), and the distribution of precipitation. Brennan and Lackmann (2005) used
potential vorticity (PV) diagnostics or “thinking” to examine the diabatcploduced lower
tropospheric maximum associated with the precipitation distribuifoa 2425 January 2000
East Coast cyclone. The use of PV thinking and dynamic tropopause maps has been slowl
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gaining acceptance and utilization in the forecasting community (eemnBn et al. 2008)
mainly due to the nonconservation of PV in the presence of LHR. The generationafehe |
level PV anomalies by diabatic heating can be helpful in understandingrtamidg associated
with rapid coastal cyclogenesis, the transport of moisture, and developmentleVébjets.

Rossa et al. (2000) utilize PV thinking diagnostic techniques to analyze the growth and
decay of a swalled extratropical cyclone PV tower during the mature phase of the life cycle.
While stratospheric extrusions of PV are known to influence cyclogenegisKleinschmidt
1950) diabatically produced lowevel PV may combine or amalgamate to form a vertically
coherent PV column over the waitore surface cyclone (e.g. Hoskins and Berrisford 1988;
Davis and Emanuel 1991; Reed et al. 1992; Grgnas 1995). The combination of advective and
diabatic processes results in a troposphere spannisig®f (Hoskins 1990). The formation of
a bentback warm front is critical to the occlusion/seclusion process and the |latnteease
from the coincident convection usually is associated with explosive cyckig€lkeio and Low
Nam 1990; Reed et al. 1993).

Rossa et al. point out that the evolution and development of thvRf is closely
related to the strength, scale and structure of the mature cyclone. From a cas¢éhsiud
concludel that the PV tower was formed by the amalgamation of durable PV from an upper
level stratospheric extrusion with ephemeral-lewel PV produced through warm frontogenesis
also associated with the berdck warm front evolution.

Wernli et al. (2002) further discuss in their case study of Lothar that thtoviRf
constitutes a quasiarotropic vortex structure with a strong cyclonic wind field throughout the
entire troposphere. The diameter and amplitude of théolR&r was found to be related to the
strength of the winds. The combination of two very different airstreams, st l@od rapidly
ascending airflow from the relatively warm boundary layer and the strataspbhgin
airstream, which is quasidiabatic descent and very dry combine with theawatropopause
fold prior to maximum intensity.

2.3.2 Dynamic tropopause maps and P\hinking

The following section expounds upon the notion of potential vorticity (PV) thinking,
dynamic tropopause map diagnostics, and extratropical cyclone lgscyith much
information gleaned literature reviews conducted by Bosart (1999) and &leapat. (1999).

The Extratropical Cyclones monograph includes many excellent review artidkes w
considerable detail afforded to the dynamical and physical processes relatedgeroysis and
largescale circulation regimes. A brief synopsis follows with example figurafted for
illustrative purposes.

Hoskins et al. (1985) reintroduced the notion of-tAWking and conceptualized
important processes assateid with cyclogenesis and PV, and many subsequent papers have
discussed the relationship between tropopause anomalies and baroclinic wave davelemn
Boyle and Bosart 1986; Davis and Emanuel 1991; Reed et al. 1992; Hakim 1995, 1996). As
Bosart (1999) concisely reviews, the aforementioned collection of studiegyhtghle utility of
analyzing PV anomalies on the tropopause. First, these positive PV asoanal&dmost always
present upstream on the tropopause and prior to the period of expogileel cyclogenesis.
Secondly, the configuration and amplitude of the tropopause disturbances id twitiba
lifecycles of anticyclones and cyclones. Dynamic tropopause (DT) mapsHeskins and
Berrisford 1988) have evolved as important diagnostic tools built upon the original radiosonde
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research of Reed and Sanders (1953), Reed (1955); Reed and Danielsen (1959) #&whDanie
(1959). Here the DT is defined as a surface of constant PV typieal§\1 units (PVU), where
1 PVU =1 x 1 m2 kg* s™.

As discussed in the previous section, the conservative principals of PV make yt a ver
valuable diagnostic tool to investigate regions of dynamical significanseciated with
cyclogenesis. The conservation of PV means that contours/ afaR be advected by the
observed wind field on isentropic surfaces or constant potential temperaturessuSaodarly,
contours of potential temperature can be advected by the observed wind field onssoirface
constant PV often defined at 2 PVU as the dynamic tropopause (DT). There aral sev
important observed characteristics of potential temperature on the DT that mailseful to
think in PV terms, which is conceptually analogous to the Eady (1949) atmosphericwitbdel
an undulating uppéboundary (here the DT). First, on the DT, the advection of potential
temperature yields an implicit measure of vertical motion in an environment witbalevind
shear within which ascent (descent) is favored where there is advection of logleer)
potential temperature observed ahead of synoptic scale troughs (ridges)lowWd?y values on
the DT correspond to the outflow region of moist ascending trajectories into theti@amams
ridge (Wernli 1997). Second, a strong magnitude of the potential temperaturengoedibe
DT usually is indicative of a jet stream disturbance nearby. Third, syrsmatie troughs and
ridges are related to the height of the DT. Fourth, DT PV anomalies mayimtralow-level
thermal and moisture boundaries. Thus, with both conventional synoptic maps combined with
DT diagnostics, many aspects of cyclogenesis are concisely diagnosed.

As reviewed by Shapiro et al. (1999), another diagnostic tool is the mean PV map which
is constructed by averaging PV between two isentropic layers which are badrttersecting
the main subtropical and polar jet airstreams. Positive and negative MPV cow@rieb® c
viewed as a signature of a Bergeron (1928) confluence/diffluence deformation zone and a
tropopause based jstreak (e.g. Uccellini 1990). These maps are used later as part of a detailed
examination of uppelevel dynamical influences on warm seclusion development.

2.3.2 Role of antecedent disturbance

The Queen Elizabeth 1l (QEII) storm studied by Gyakum (1983, 1991) and Uccelini
(1986) and the Presidents’ Day cyclone (Bosart 1981) both underwent-statyeo rapid
intensification process. The surface cyclone was found to have intensifiedanteaedent
manner prior to the period of explosive growth. Gyakum et al. (1992) describe these $e® pha
of growth as antecedent and most rapidly deepening phases. In a compa&sgkt ohpid
intensification cases over the Kuroshio Current in the north Western Pacific bagpared to
nine cases of weak intensditon, it was found that the former batch of cyclones had
significantly stronger circulation and vorticity at the onset of explosivpateeg. Gyakum et
al. (1992) conclude that the antecedent vorticity growth mechanism is evidégnee
preconditioning process for future explosive baroclinic growth. Nevertheldsie the surface
vorticity spinup is important, the strength and timing of the upstreamhBa0trough is also
critical for explosive development.

In a composite model study, Gyakum and Danielson (2000) examined western North
Pacific Ocean extratropical cyclones and analyzed the precursor meteorologditiboe that
were characterized as favorable for rapid development. Building upon the preadu®fw
Gyakum et al. (1992) which emphasized antecedent vorticity development prior to rapid
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cyclogenesis and Kelly et al. (1994) which found "flanking cold pools" prominent in asek,c
Gyakum and Danielson (2000) highlighted the importance of thermodynamic preconditioning of
the atmospheras well as a stronger incipient wave for explosive storms. The maredide

found on the large scale between explosive and ordinary cyclogenesis centered upon the
configuration of the upstream anticyclone and precedent cyclone beingestaesnballeving for

more intense equatorward flow and a colder lower troposphere. This implied stsanfgee
evaporation and interfacial sensible and latent heat fluxes along the rapaheleeprack (c.f.

Bosart 1981 and Bosart et al. 1995 who discussed preconditioned regions prior to East Coast
cyclogenesis). Dynamically, the enhanced surface fluxes allow for addifivertroposphere
baroclinicity especially in the warm sector and more static destdlmhzaf the boundary layer.

Kuo et al. (1991) elucidated upon the role of surface fluxeso24s prior to the onset of
rapid deepening and found a significant influence on precipitation due to higherseeton
equivalent potential temperatures.

Hewson (2009) extended the Shagfeyser (1990) cyclone model (Figure 2.3)
backwards three stages prior to the fromtal’e cyclone and includes three additional incipient
phases: 2l front, diminutive frontal wave, and frontal wave (Figure 2.2). This new diagnosis
technique may be useful for identifying cyclones in their antecedent @eppening phase as
they traverse the ocean.

2.3.3 Diabatic Rossby waves

In a study of the devastating Lothar (1999) storm, Wernli et al. (2002) desceibe th
"bottom-up"” development of the cyclone as it translated south of a very stronglepplejet.

Akin to the "diabatic Rossby wave" (Parker and Thorpe 1995), the positiven®valy at
lower-levels was continuously subsisted by intense condensational heating untipltbgivex
deepening triggered by a tropopause fold. This diabatigelherated, lowelevel PV tower
eventually generated a strong enough circulation along sloping isentropic sudaddgger the
fold. The resulting merger of the two PV anomalies was directly relatibe toitiation of the
mostexplosive deepening phase of Lothar. A-ddyabatic hindcast did not create the necessary
lower-level PV anomaly development (Wernli et al. 2002) providing evidence for the ampert

of moist diabatic processes. The phasing between the two PV anodmélred occur since the
diabatically generated circulation, and more specifically, its northeyigponent, was not
present to trigger the fold (c.f. isentropic down-gliding from Hoskins et al. 1985).

The concept of a diabatic Rossby vortex (DRV; Moore and Montgomery 2004) is the
threedimensional analog to a diabatic Rossby wave (Parker and Thorpe 1995; Moore and
Montgomery 2005). At shorter spatial scales, the growth mechanisms assodiatdaatic
heating are different than the typical Eddy lemave dry-baroclinic growth (Hoskins et al.
1985). Disturbance growth is not tied to the udpeel or tropopause forcing for their
amplification (Montgomery and Farrell 1991; Mak 1998). Instead, a couplet of two PV
anomalies is present: a lowteoposphere positive and midtroposphere negative anomaly largely
due to the level of diabatic heating and the expected generated circulationst f(erg. i
Raymond 1992). The couplet’s growth and propagation through the interaction with the heating
source is therefore described as the diabatic Rossby wave.

Moore et al. (2008) examine a cyclogenesis event to investigate the role of a DRV. A
DRV is described as isolated ldevel vortex or diabaticallgenerated PV anomaly near a
surface frontal zone. A RV exists due to the “synergistic” interaction between the frontal
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slope and the incipient PV anomaly which results in further condensation andodiggpegiation

of PV as the air is lofted along the frontal zone. The PV generation acts to peopagat
reconstitute the DRV along the frontal zone in a similar manner as discussatievitfabatic
Rossby wave. Moore et al. (2008) diagnosed the effects of a DRV on the cyslsgarent
and found that the antecedent vorticity sppassociated with the DRV phase of development
was critical to the subsequent rapid growth. They concluded that thepb&é of antecedent
development within a twstage evolution of explosive cyclones may be rather common
(Whitaker et al. 1988; Reed et al. 1992; Wernli et al. 2002).

2.3.4 Sensitivity experiments

Moore et al. (2008) used a sensitivity experiment approach to study the effects ¥f a DR
on a cyclogenesis event by including or excluding the effects of moistenet, hetat release, and
surface fluxes in a modsimulation. A no latent heat (NOL) and no surface flux (NOF) run
together (NLNF) and separately can adequately judge the importance ofdabatic
contributions to the cyclogenesis and if replenishing the atmosphere’s integiséire supply is
requred to sustain it. While the control simulation generated a powerful lewelr PV
anomaly on its way to rapid intensification, the no latent heat and no surface flux-NLN
experiment failed to modify the disturbance markedly. Instead, thdelel tenperature
gradient and horizontal flow field were weak and a signature of PV anomaly disagy@@ound
750hPa. Without surface fluxes, the NOF simulation saw a qualitatively simildoneyc
structure but approximately 40% weaker in terms of intensityessured by an average of 850
hPa relative vorticity around the cyclone center. A secondary cyclogeeesit failed to
materialize without the moisture in the model simulations.

Thus, the formation and growth of the lowesmid tropospheric positiveV anomaly is
directly attributable to the cloudiabatic effects which maintain the ascent necessary for
initiating and sustaining moist convection. The rapid development phase is sirtfiartypical
Eady or dryadiabatic mutual amplification betweepper and lower tropopause PV anomalies
(Hoskins et al. 1985). However, the diabatic effects modulate the growth and achievable
amplitude of the system (Moore et al. 2008).

Posselt and Martin (2004) conducted a sensitivity experiment withholdingfdotsedf
latent heat release to study the development of a warm occludedtngpuephere PV structure.
This is analogous to the cyclonic rolb associated with LCtlype cyclones and the lowavel
equivalent warnrseclusion development. The full phgsisimulations created a “treble clef”
type appearance in the upgpevel PV, while the no LHR simulation generated a considerably
less robust PV distribution in the upgevels. Their study concluded that LHR plays an
indispensible role in creating oaded thermal structures observed in mature cyclones.

Previous idealized modeling approaches have focused upon investigating aspects of
extratropical cyclone development based upon varying synoptic environmentsof&namd
Hoskins; Davies et al. 1991; Thorncroft et al. 1993; Schultz et al. 1998; Schultz amgl Zha
2007), and diabatic processes impacts (Chuang and Sousounis 2003; Nuss and Anthes 1987).
The earlier studies used a “normal mode” approach to initialize the small are@iwdclinic
waves, whichallowed for rather limited control over the structure of cyclones and fedrttse
initial time. Later studies (e.g. Montgomery and Farrell 1992; Schar and iV¥88d) utilized
finite amplitude initial perturbations in order to examine nonmodal ewoluti extratropical
cyclones.
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Another recent study involving cyclone interactions with terrain (Olson aneé 2007)
used this nommodal approach within a highlyonfigurable MM5 (Anthes and Warner 1978)
framework. Olson and Colle (2007) build upon #pproaches of several previous studies in
order to initialize a more realistic baroclinic wave using a nonmodal approacmogifying
the frameworks within Nuss and Anthes (1987) and Fritsch et al. (1980), Olson an(RGoHe
were able to define monealistic fronts, add more control of the ldewel temperature and
pressure waves, and maintain strong wb@eel forcing. To produce LC1 and LC2 type
cyclones, background barotropic environmental shear parameters were adagdo Algintain
an isohted wavepacket like disturbance, dampening was included to minimize upstream and
downstream perturbations.

Sinclair et al. (2009) initialized a dry, adiabatic baroclinic weather systeng tisen
normal mode approach and arrived at a typical -ty@E (Thaoncroft et al. 1993) cyclone
structure at maturity. In their investigation of boundary layer structure folieg that the heat
fluxes during the cyclone life cycle were primarily driven by dewel thermal advection
patterns. As expected, large upwdreht fluxes were found behind the céidnt generated
strong convection while more moderate wagattor heat fluxes maintained a generally stable or
neutrally stratified boundary layer.

In a follow up study focusing on the impacts of moisture on the boundary layer structure
under an idealized extratropical cyclone, Boutle et al. (2009). Moisture is moved ant out
(or ventilated out) of the boundary layer by the waanveyor belt as well as by shallow
convection. The moisture loaded onto the W&l eventually precipitated out, but well away
from the convergent source region in the boundary layer. Eckhardt et al. (2004) has shown that
WCB'’s are almost 100% efficient at converting moisture into precipitation compléiag
tropospheric water cyel

2.3.5 Role of latent heat release

The introduction of Ahmaeivi et al. (2004) provides a good overview of the literature
concerning latenheat release and extratropical cyclogenesis. Many previous theoretical and
observationally based studies have examined the role of diabatic psocsseprimary
importance of latent heat release on baroclinic dynamics (e.g. Gyakum et al,ld;9€3r@anuel
et al. 1987; Kuo et al. 1991a,b; Davis and Emanuel 1991; Reed et al. 1993; Stoelinga 1996).
Simulations have consistently shown that latessit release increases the growth rate of
baroclinic instabilities and decreases the horizontal scale of the ascent(eegidEmanuel et al.
1987; Snyder and Lindzen 1991; Montgomery and Farrell 1991; Whitaker and Davis 1994).

Using P\tthinking, AhmadiGivi et al. (2004) investigated the role of LHR in an
explosively deepening Atlantic cyclone and found that the storm developedemithne stages.
During the antecedent development phase, while an 4gpar PV anomaly is easily
identifiable, the lowelevel thermal anomaly is weak. During the diabatic intensification stage,
the lowerlevel PV anomaly develops rapidly and reaches its maximum strength. The uppe
level PV anomaly does not change in strength during this time and through PV inversion
techniques, found to be crucial for the initiation of the system but secondary for tiegstdr
the intensification stage. Numerical simulations conducted without LHR found fa weaker
downward penetration of the uppgewel PV anomaly and consequently weaker lolggel
thermal fields associated with it. The generation of the ldexel PV anomaly was not greatly
affected by surface fluxes.
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Mallet et al. (1999) and Uccellini (1990) discuss in their respective reviews on the
subject that there is notgenerally accepted consensus view on the effects of LHR on cyclone
life cycles due to the large cagecase variability. Regardless of the quantitative effects, it is
primarily agreed upon that baroclinic dynamical and diabatic processeacintera onlinear
way that may accentuate the typical dry growth processes (e.gui@yE983; Kuo et al. 1991;
Langland et al. 1996).

2.3.6 Role of surface heat and moisture fluxes

Bosart (1999) points out in an excellent review of rapid cyclogenesis literiduaire
explosive cyclogenesis is a nonlinear interaction process between dry yrbeaclinic
dynamics and moist diabatic processes associated with the release of latent lecedle ©h
oceanic heat and moisture fluxes are temporally and spatialgndept upon the stage of
cyclone lifecycle. Many numerical studies suggest that oceanic seasiblatent heat fluxes
are critical to the explosive development early in the lifecycle of the cyclotlg dae to the
lowering of static stability (Wang dnRogers 2001). Bosart points out that much of the
disagreement about the relative importance of surface fluxes in model simuledio be traced
back to the initialization time of the model and the stage or phase of development upon which
the numericakimulation focused. In explosive cyclone cases, diabatic processes likehati®mi
dry dynamics.

In two studies of the Presidents Day storm of 1979, Bosart (1981) and Bosart and Lin
(1984) demonstrated that oceanic sensible and latent heat fluxesmagmmized in the
southwest quadrant of an Arctic anticyclone off the Atlantic seaboard whicmeda
moistened, and destabilized the coastal marine boundary layer. An intense oo@istakiilted
along which the incipient Presidents’ Day wave intedavith an intense PV anomaly. In the
view of Bosart (1981) and Bosart and Lin (1984), Bosart (1999) explains that “the antecedent
growth of baroclinicity, lowlevel vorticity, and reduction in atmospheric static stability in the
lower troposphere preconditioned the atmosphere for future rapid cyclonic vogtiowyh as
the updraft region and attendant level convergence field associated with the advancing
upperievel trough reached the coast.”

Gyakum (1991) also showed that the growth of a setalle wave along an intense low
level frontal zone provided the antecedent vorticity necessary for theelqiksive growth of
the QEIlI storm. More generally, Gyakum et al. (1992) examined 794 NadificPcyclones
over nine cold seasons and found cyclones with a distinct vorticity structure prior do rapi
deepening showed significantly larger maximum deepening rates, a clezatiowiof the
importance of antecedent growth mechanisms or preconditioning. Thus, a conclusion can be
drawn that the effects of surface fluxes on cyclone development can be bestaottidy
taking into account the physical processes and linkages at the eadges sf cyclogenesis
(Kuo et al. 1991; Reed and Simmons 1991

It has been well documented that tropical cyclone (TC) intensity is depemaamithe
atmospheric thermodynamic state and the properties of the-oppan along the storm track
(Emanuel 1999). As a TC translates over the ocean, momentum isrtethsbethe surface and
heat and moisture are extracted through sensible and latent heat fluxes. Behihohe, cyc
primarily due to upwelling and mechanical mixing, cooler SSTs on the order om@3Cbhe
observed (Bender et al. 1993). Ren et al. (20@4)nened extratropical cyclone interactions
between the atmosphere and ocean and found similar results. The feedbacks favorable for
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increased extratropical cyclone intensity were found to be enhanced by @cdainic mixed
layer, slower storm propagati@peed, strong thermal stratification below the oceanic mixed
layer, and low relative humidity in the atmospheric boundary layer (Ren et al. 2004) véipwe
only two case studies were examined which may limit the generality of thedis.rBsie to the
typical rapid translation speed of many extratropical cyclones, it is speduleit the sensitivity
of storm intense to oceanic mixed layer properties is likely small.

The strongest latent heat fluxes are located south of the preceding anticyokreetive
greatest saturation deficit occurs. Here the SST and air temperature are botleadjhgrto an
increased saturation vapor pressure.

2.3.7 Role of uppertevel PV anomalies

The relationship between tropopatieeel PV anomalies and extratropical e
development has been studied by Browning et al. (2000) with regard to the reirdagosifof
Hurricane Lili (1996) after its extratropical transition. Mestst@popause depressions (TDs)
were found to have effectively coupled with the remmarst-ET warmcore of Lili allowing for
regeneration of the vertical tower of PV. From the conceptual model (Figure 2.12nilByat
al. 2000; their Figure 3), the TDs are characterized as a PV maximum associatebtywith
intrusion (Browning 1997) air descending slantwise beneath an -lgysdrjet streak. Two
interlocking flows are laterally displaced but vertically mirror images ochesher: the dry
intrusion flow and the moist highZ 10RZ $VFHQALIOW KHYISRQVLEOH IRU W
and maintenance of the upgevel cloud head (Browning and Roberts 1994) while the
descending drntrusion air fills beneath the mesoscale TD. The esession XX’ identifies a
tropopause fold of stratospheric air descending into the middle and lowerpinepes Lower
tropospheric air beneath this folding causes additionalndinysioniike air to extend into the
planetary boundary layer. A “broadirtain” of air descends towards the cold front with fingers
of dry-intrusion air (Browning et al. 2000). This model is a reproduction of Danielsen (1964)
and is shown in Browning (1997; their Figure 1).

Aspects of an uppdevel PV anomaly merger are discussed in the Superstorm of 1993
analysis of Bosart et al. (1996). Using dynamical tropopause (DT) amalgtrong PV
anomalies embedded in the northern and southern branches of the westerlies in a background
confluent flow were tracked. The northern PV anomaly retained its arctic prepmrtidagged
temporally behind the southern PV anomaly allowiiog the preconditioning of lower
troposphere air with significant conditional instability in a very cyclogerevironment. The
resulting PV anomaly merger event was found to be critical for the explosileney
development, which has been also found by Gaza and Bosart (1990) and Dean and Bosart (1996)
in addition to diabatic influences.

2.3.8 Tropical transition

Tropical transition (TT) is defined as the process by which a baroclinidcalbrt
sheared, extratropical cyclone is transformed eatevarmcore, barotropic, verticallgtacked
tropical cyclone (Davis and Bosart 2003; 2004). The speed of the occlusion process is found to
be the key factor in determining whether a decaying extratropical cyclidineeweborn as a
tropical cyclone (TC). The speed is required for the diabatic heating and its associated
secondary circulation to accomplish the redistribution of potential vorticiugfir upshear
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convection in order to successfully undergo TT. Posselt and Martin (2004) showed that diabat
heating was fundamental to the midlatitude occlusion process as the adighatiias are too

slow to reproduce structures seen in nature. The occlusion process occurring quickly over
subtropical latitudes may likely lead to TC cyclogenesis.

Hulme andMartin (2009a,b) examined several TT cases in the North Atlantic basin and
used a potential vorticity budget along with frontogenesis functions to exahenepshear
convection and latent heat release along the-lmck warm front structure of occluding
extratropical cyclones. The diabatic redistribution of PV led to the growth @f-tevel PV
maximum along the western end of the warm front while the dppel PV anomaly exhibited
a canonical occluded or "treble clef" structure (Martin 1998). The combination of the
convection and uppdevel PV deformation suggested that diabatic heating and latent heat
release is essential to the TT process as it is necessary for the extratropiced ogclosion
process. In an analysis of Hurricane Michael (300@vis and Bosart (2003) found that strong
latent heating associated with the convection efficiently redistributed PV inettieal and
effectively reduced the vertical wind shear over the surface cyclonen(ay1992). This
upshear convection was responsible for the horizontal displacement of the PV gatdients
and upper levels and is directly related to the strength of the baroclinirgoedisturbance
(e.g. the leftover occlusion).

Other notable examples studied include the developméitimicane Michael (2000) by
Davis and Bosart (2003), Karen (2001) by Hulme and Martin (2009b), and the South Atlantic
Tropical Cyclone Catarina by McTagg&bwan et al. (2006).

2.3.8 Maintenance of warmeore during extratropical transition

With the Iris redevelopment (1995), the cyclone maintained its warm coréustras it
tracked across relatively warmer waters of the eastern Atlantic and convatheain existing,
larger baroclinic cyclone. With the superposition of the two systeorface flux moistening
DOORZHG WKH ERXQGDU\ OD\HU HTXL YHORDHQWQ & B W H/@WLDOUD W
the underlying seaurface temperature. The convection associated with the destabilized column
allowed for efficient vertical mixingnd latent heat release and allowed for the waore to
remain. As Iris was steered poleward in association with the-¢aae, cyclonic LC2ype
upperievel PV anomaly (Thorncroft et al. 1993), the -présting, deep lowpressure system
advects the Mer-level warmcore of Iris into the center of the upgevel trough in a seclusion
process (Shapiro and Keyser 1990). The resulting seclusion was argued to be simdnger
anomalously warmer due to the ingestion of Iris. The background temperatuwreursg,
determines the magnitude of the resulting anomaly.

The final Iris + low system has a vertically coherent PV tower beneath tugmpalds
especially low on the equatorward flank. Thorncroft and Jones (2000) diagnodedafimed
lower-level @mre of 900 hPa winds of greater than hurricane force along the equatorward
periphery of the cyclone. They posit that the winds were a result of the superposithe
upper-level PV structure upon the lower-troposphere PV anomaly. The thermodgtrarciure
resembled a tropical cyclone with a pronounced w&R-UH ZLWK D FRUH RI KLJK H Y

In a mesoanalysis of the reintensification of Hurricane Lili (19969r agitratropical
transition, Browning et al. (1998), a powerful wacare seclusion surrounded by a Heavel jet
with wind speeds exceeding 40 +hswas analyzed around a relatively clduee, eyelike
feature. This eye was also partially encircled by previousntiysion air of stratospheric origin
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which descended within a tropopause fold around the cloud head hook (e.g. Bader et al. 1995).
This cloud hook formation occurred as the uppeel PV anomaly enveloped the lowevel
diabatically generated PV anomaly. The gé$tintensification was tied to the tropopause
folding and its iteraction with the diabatically generated loverel PV anomaly from the
earlier tropicalphase Lili. Browning et al. (1998) noted the importance of the dry intrusion
VSLUDOLQJ LQWR WKH ZDUP PRLVW FRUH ZXUWWF KIURWPR Y\LIGH
straosphere, upperoposphere, and the lowaoposphere below the descending tropopause
fold. Their Figure 14, reproduced here as Figure 2.13, effectively demonstetesveloping
of a 3dimensional PV-sheet or streamer wrapped around the cyclone.

As with Iris, the maintenance of the waowore during the tropical cyclone phase of Lili
likely contributed to the sustenance of the lowermiddlelevel PV anomaly which contributed
to the mature structure vertical tower. Similar extratropical reiriteaison has been diagnosed
for Hurricane Earl (1998) (McTagga@towan et al. 2001) and Hurricane Irene (1999) (Augusti
Panareda et al. 2004). The composite study by Hart et al. (2006) summarizes sgioghtec
patterns associated with developing and-developing posgT cyclones. Some storms simply
encounter the midlatitudes and decay or are rapidly sheared apart.

2.4 Extratropical Transition Re-intensification as a Warm Seclusion

Warm seclusion extratropical cyclones can develop fronexb@tropical transition (ET)
of poleward progressing tropical cyclones (TC). Since the reanalgais sack databases also
will include many TCs, a cursory goal of this study will be to identify anss@harecurving TCs
which undergo ET and explosiyantensify into mature extratropical warm seclusions. There is
considerable ongoing work by many researchers related to the predictbiit outcome, i.e.
if a TC will decay in unfavorable baroclinic environments of high vertical shebe @ble to
maintain its vorticity intensity or possibly reintensify rapidly (Jonesle2003). Hart et al.
(2006) reported on synoptic composites of various Atlantic ET outcomes with operational
numerical weather prediction (NWP) model cyclone phase space diagmagctories (CPS;
Hart 2003). This work will be extended to the Pacific basin with emphasis on those Ta@s whi
undergo rapid intensification during the pasty&@rs with the MERRA reanalysis.

As a TC reaches its recurvature latitude, consideraliertainty in downstream NWP
forecasts occurs probably as a result of the rapid and poorly predicted evolutiorsloy Rase
packets (e.g. Harr and Dea 2009). When ensemble spread the geopotential fields at 500 hPa are
examined during ET cases in the Western Pacific, it is often observed that dangstréam
uncertainty exists in continental United States forecasiayS in the future. The TIGGE
ensemble archive is expected to be an invaluable resource to identify and elidagnssurce of
upstream eors associated with ET. As described in Chapter 6, the possibility that largsisnal
error in NWP initialization fields may be associated with future forecest isrlikely intimately
related to the orientation of the largeale circulation likely deito downstream development, as
one example (Orlanski and Sheldon 1995).

A remarkable ET reintensification occurred with Typhoon Forrest duringQateber
1989 in the Western North Pacific with the final extratropical low reaching a roweh ¢entral
sealevel pressure than anytime during its tropical phase. Cyclone phase smausstics (Hart
2003) from MERRA (c.f. 83.2.8) show the ET of Forrest on the 29 October and the
reintensification as a deep warm seclusion. A series of enhanfcaed images (Figure 2.14 a
d) from the ISCCP geostationary satellite archives characterize theypecliel' process from
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mature tropical cyclone into the baroclinic shear zone and rajidergsification (e.g. Harr and
Elsberry 2000; Hart and Evans 2001). The intense convection in the cloud head (Figure 2.14c)
surrounds a relatively clodtee dry slot during the frontdtacture and Ibone stage (Shapiro
and Keyser 1990) until maturing as a warm seclusion with a weak trailingrootd(Figure
2.14d). Considerable dry air spills off the continent, over the Sea of Japan, and into the cold
sector of the sprawling cyclone.

During the extratropical transition process, surface fluxes are criticidanaintenance
of convection and the intensity of ttever-level PV tower which may be maintained during the
transition process (c.f. 82.3.8). Diagnostics from the MERRA reanalysis are ghtlve panel
of Figures 3.6 at 0.5° x 0.66° grid spacing. The shaded contours are latent heat flux (positive
upward$ with sealevel pressure contours overlaid during ah@Qir period. Typhoon Forrest
approaches the southern coast of Japan (Figure 2W)5aad its neasurface circulation
represents an advection dipole with weak upward latent heat flux west ofdhi@tcan center.
Just after the completion of extratropical transition (Figure 2.15c, 29/12z), eestexplosively
deepens with a broad area of large latent heat flux upward from the surface, likely
underestimated due to the relative coarseness dflERRA grids. The final seclusion phase
with the strong upward fluxes (Figure 2.15d) corresponded with the IR satellgeryrand the
flooding of cold air over the warmer ocean surface. A concomitant series of pideipvater
figures depict the vgrmoist, deep convection associated with the Forrest prior to transition with
the uppetlevel outflow extending poleward into the circulation of a mature extratropichire
south of Kamchatka peninsula (Figure 2.16a). As Forrest recurved east of Jgpam ZFi6b)
and completed extratropical transition (Figure 2.16c), the magnitude of thpitatde water
decreased markedly with the translation of the storm over cooler SSTs. A strongramd na
moisture river extends out of the tropics into thelatithdes making up the warm conveyor belt
of the rapid rentensifying extratropical version of Forrest. At maturity (Figure 2.16d) in the
warm seclusion stage, the center of Forrest appears has maintained anorhaibusigisture
content, presumably the remnants of the tropical core during the tropical stayyeest.F

Whether a coincidence or not, at the same time as Forrest completed ET andeayplosi
deepened, a purely baroclinic system explosively deepened in the NorthcAdlaohtreached its
minimum sedevel pressure of under 925 hPa at the same synoptic time as Forrest: 00Z October
30, 1989. The polar stereographic view (Figure 2.17) of the 850 hPa thetaE shows the cyclonic
warm anomalies of the mature warm seclusions: Forrest and the Attatthic development
near Iceland. The number of cyclones during the past three decades that reaalrex qirbess
than 930 hPa is small and clearly an extreme event. Further examination usingdthca
kinetic energy diagnostics may extricate thegéscale signals responsible for the coincident
extreme cyclones.

Several other cases have been identified and are discussed later in thigidisseia
example that typifies the interactions between tropical cyclones and the mil@laituvironmen
is typified by Super Typhoon Wipha of 2007 and its interaction with another decaying ltropica
cyclone and subsequent extratropiacal transition (Figure 2e)8 @n September 15, Typhoon
Nari is located in the Sea of Japan and is encountering thealestiear associated with the
polar jet. The characteristic upgewrel outflow downstream encircles a vast moat of dryness in
the central North Pacific associated with the subsidence from rapidly deveWphg located
northeast of the Philippines. During the next 48 hours, an impressive warm secotusisn f
from the remnants of Nari and a powerful upfgel PV anomaly from upstream (not shown).
For September, the minimum sleael pressure associated with the warm seclusion (Figure 2.18
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d-e) was anlgzed below 955 hPa, very intense and anomalous for drapital system in the
Northern Hemisphere.

Mainly during September and October, Northern Hemisphere tropical cycltimiyac
often is coincident with explosive extratropical cyclone dgwelent in the same basin directly
downstream. The preconditioning of the uplestel jet through the TC’s diabatic outflow likely
enhances divergence aloft, which aids in the pladeng of incipient lowlevel baroclinic
waves to the uppdevel energy surce. Satellite signatures include a trailing doteht directly
connecting the extratropical cyclone and tropical cyclone in lower lasitud@ether notable
Pacific examples include Tropical Storm Luke (1991), Typhoon Babb (1998), and Typhoon Gay
(1981). The Atlantic basin as well as the Southern Hemisphere (SH) sdas @mahomena but
much less often. Irene (1999), Lili (1996), Kate (2003), and Keith (1988) have leedified in
the North Atlantic. One SH example involves intense (110 knots maximurmiomge
sustained wind) Tropical Cyclone Felana from March 1990 in the South Indian Ocedn whi
reintensified into a 949 hPa warm seclusion after ET. A recent explosive riicédios of
Tropical Cyclone Ken (March 2009) saw the storm slowbk tacross the Southern Pacific
Ocean until redeveloping dramatically after encountering a vigorousiveeggiperlevel PV
anomaly {PV in the SH).
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Figure 2.1: IOP4 extratropical storm (Neimann and Shaprio 1993; Shapiro and Keyser (1990)
from ERICA field experiment. Enhanced color visible AVHRR NOAA-AHRPT January 04,
1989 17:51 — 18:03 UTC.
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Figure 2.2. Idealized life cycle of a vigorous Northern Hemisphere extredfopyclone
developing on a cold front. Panels show isobars, primary fronts, flow direction, and the notional
cyclonic center. Stages 3 to 6 come from Shapiro and Keyser (1980hvae simple changes:
previously, a warm front lay southwest of the center at stage 5, stage 8bekel|“incipient
frontal cyclone,” and stage 6 was described as the warm seclusion. FraorH2@09).

26



Figure 2.3: From Schultz et al. (1998) Figure 15. Caption: “Conceptual models ofieycl
evolution showing lowetropospheric (e.g., 850Pa) geopotential height and fronts (top), and
lower-tropospheric potential temperature (bottom). (a) Norwegian cyclone mdodeicipient
frontal cyclone, (Il) and (Ill) narrowing warm sector, (IV) occlusion; (b) fteerKeyser
cyclone model: (1) incipient frontal cyclone, (ll) frontal fracturd])(frontal T-bone and bent
back front, (IV) frontal Tbone and warm seclusion. Panel (b) is adapted from Shapiro and
Keyser (1990, their Fig. 10.27) to enhance the zonal elongation of the cyclone ascfidhmd
reflect the continued existence of the frontabdne in stage IV. The stages in the respective
cyclone evolutions are sepded by approximately -24 h and the frontal symbols are
conventional. The characteristic scale of the cyclones based on the distancehérom t
geopotential height minimum, denoted by L, to the outermost geopotential height contour in
stage IV is 1000 km.”
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Figure 2.4: From Shapiro et al. (1999): Caption: “Primitive equation, spherical domain
simulations of two idealized cyclone life cycles at ~day 6. Left panet$: (alrhe nonshear
cyclone (LC1). Right panels ® The cyclonic barotropic shear(~0.2 X &") cyclone
(LC2). Upper panels (a,d): Surface potential temperaturékantervals. Middle panels (b,e):
Surface relative vorticity at 10s* intervals. Lower panels (c,f): Potential vorticity on the-300

K isentropic surfacet®.5 PVU intervals (Methven 1996).”
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Figure 2.5: From Augustanareda et al. (2005) Figure 7. Caption: “Schematic showing the
planetary wave environment and the mature stage of different baroclinig/dies cat upper
levels, based on results and figures from Davies et al. (1991) and Shapiro et al. (@RPIh€I
relative position of the 30thb planetary wave and polar jet stream (solid line with arrow) and
the 200mb planetary wave and subtropical jet stream (dashed line with arrow)owhend

high pressure centers associated with the planetary waves in the uppsphieypare indicated

by L and H, respectively. The “+” sign indicates the location of the ceftthe positive PV
anomaly at upper levels. The barotropic shear that the positive PV anomafieezes is given

by the relative position and strength of the jet streams associated with the plaraastes (see

text for a more detailed explanation). (right) The final shape that the positvan&maly at
upper levels (betweeB00 and 300 hPa) evolves into at the end of the baroclinic life cycle
labeled as LC1, LC2, and LC3 when there is no barotropic shear, cyclonic sheaGymiamt
shear, respectively. Gray shading depicts PV values greater than 2 RY¥/theasurroundip
black line is the VU contour. The typical ranges of horizontal scales are shown by the
horizontal bars at the bottom of the figure.”
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Figure 2.6: From Browning (1997) Figure 1. Captiofhreedimensional representation of the
dry intrusion flow. Arrows are trajectories of air originating from a small region near the
tropopause, drawn within a curved isentropic surface. These trajectories comeoctbse
ground in the left part of the diagram but not in the riggntd part, where they overrun the
surface fronts (Danielsen, 1964).”
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Figure 2.7: From Browning (1997) Figure 5. Caption: “Conceptual model showing system
relative airflow associated with the diffluethbw type of cyclogenesis. The arrows labeled W1
and W2 are the primary and secondary warm conveyor belts. The dashed arrow laliiecaC

cold conveyor belt. The dry intrusion is seen to overrun W2 over a broad region to produce an
upper cold front at its leading edge. (After Young et al. 1994.)”
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Figure 2.8: From Browning and Roberts (1994): Caption: “Structure of rapidly deepening
frontal cyclone in northwestern Europe at stage of frontal fracture. Solgl deote sea level
isobars; scalloped line denotes edge of major cloud features (cloud head, thptedstpolar
front cloud, thickly stippled: rain, large dots); and dashed line is the boundary of dryomtrus
(the dry intrusion is seen as a dry slot in the satellite imagery; it overruns avsmalist zone of
higher ,, and undercuts rear edge of polar front cloud). The surface warm front is shown by the
standard notation (coldonveyorbelt air ahead of the warm front has a systelative motion
toward the west and contributes to most of the precipitafoducing ascent within the cloud
head). Standard cold front notation denotes sharp surface cold front (SCF), a$seitrate
sharp wind veer, an abrupt drop i and narrow line convection. (The sharp SCF is in two
parts, the northern part being a bbatk extension of the warm front.) Widelgaced cold front
symbols on a wavy curve denote the diffuse surface cold front (no abrupt changes, no
precipitation, no cloud signature). (The surface cold front in this location may shdupag
subsequent deepening of the cyclone as air from the carldeyor belt sweeps around the
southern flank of the cyclone center.) The open triangles denote the uppey; toldt (UCF),
marking the leading edge of the dry intrusion. (The UCF is always detectablg, &oat but
there may not be a significantgradient.) The shallow moist zone is denoted by smz (region
between the UCF and SCF where moist highair in the boundary layer, originating in the
warm conveyor belt, is overrun by the lowgrdry intrusion). The 30@nb jet axis is shown by
the arrow.The letter “J” denotes the uppewvel jet core. (In the region of deceleration ahead of
J, there is an indirect ageostrophic circulation, in which boundary layer air tfremvarm
conveyor belt flows within the SMZ toward the cyclone center, ascends a®haection at the
bent-back front near the low center, and then forms the top of part of the cloud head.)”
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Figure 2.9: WRF [4km, 175Q250/50L] hindcast simulation sensible + latent heat flux
[shaded, W] for the ERICA I0P4 cyclone on 04 Jan 1989 at (a) 00Z (b) 08Z (c) 14Z and (d)
1827.
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Figure 2.10: WRF [4km, 17%0250/50L] hindcast simulation 87BPa wind speed [shaded,
knots] and vectors [scaled, constant magnitude] for the ERICA IOP4 cyclone on 04 Jan 1989 at
(2)00z (b) 08Z (c) 14Z and (d) 18Z.
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Figure 2.11: WRF [4km, 17%@250/50L] hindcast simulation 850Pa equivalent potential
temperature [shadegd, Kelvins] for the ERICA IOP4 cyclone on 04 Jan 1989 at (a) 00Z (b) 08Z
(c) 14Z and (d) 18Z.
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Figure 212: From Browning et al. (2000) their Figure 3. Caption: “Idealized model showing
the intertwining around a cyclone center (L) of two rather symmetrical flowsdraintrusion
flow descending from the mesoscale tropopause depression (lebulbgbotatial temperature,

w) and the flow of high , air ascending into the cloud head. Middle part of figure is a plan
view; upper and lower panels show vertical sections along WW’ and XX’, respectiety

black triangles in these sections denote the positions of the surface cold f@ir$3. (Bhe cold
front bounding the cloud head corresponds to what is often analyzed asbadlemtarm front

but which is in fact traveling toward the warm air. An uple®el jet streak occurs at the leading
edge of the mesgale tropopause depression and the outflow from the cloud head feeds an
upperfevel outflow jet.”
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Figure 2.13: Browning et al. (1998) their Figure 14 Caption: “Synthesis of information
depicting the structure dfili at 15 UTC 28 October 1996. The thin solid line and stippled
shading represent the wetilb potential temperature > 12 C. This is terminated at 500 hPa and
capped by a perspective view lid to give-difiensional impression. yBnd J, respectively,
derote the upperand lowerlevel jet axes; the perspectiveew partial circles show the two lew
level jets in Fig. 13(b) as part of the same cyclone vortex, the axis of whicbers lgy the
dashed line. The bold line is a slightly schematicized version of the dynamic tuspopa
corresponding to the PV units isopleth in Fig. 13(d). The regions of horizontal hatching
represent the diabatically generated region o&P2/PV units. The wavy line corresponds to the
model's RH = 80% isopleth which we interpret as corresponding roughly to the top ofulk a
region of cloud.”
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Figure 2.14: Typhoon Forrest IR Satellite Imagery GB/ASatellite (shaded, °C), October 1989
at (a) 27/12z (b) 28/12Z (c) 29/12Z and (d) 29/21Z.
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Figure 2.15: Extratropical transition of Typhoon Forrest (October 1989): HourlRRAE
surface latent heat flux (W analysis of the development of warm seclusion and-tbeck

warm front over a 10 hour period in which the sea-level pressure (MSLP, hPa contbinanfe
950 to 918 hPa for the times (a) 27/12z (b) 28/12Z (c) 29/12Z and (d) 29/21Z.
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Figure 2.16: Total column precipitable water (kif)nduring Typhoon Forrest’s extratropical
transition from the MERRA -hourly reanalysis fields during October 1989 at (a) 27/12Z (b)
28/127 (c) 29/12Z and (d) 29/21Z.
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Figure 2.17: Polar stereographic view of 8BEBD OHYHO HTXLYDOHQWESRWHQW
shaded Kelvins) at 00Z on October 30, 1989.
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Figure 2.18: MTSAT IR imagery (shaded, °C) showing the downstream developntient w
TyphoonsWipha and Nari on September 16, 2007 at (a) 00Z (b) 06Z (c) 12Z (d) 18Z and
Septembef 7, 2007 at (e) 00Z (f) 06Z.
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CHAPTER THREE

CLIMATOLOGY OF WARM SECLUSION EXTRATROPICAL
CYCLONES

3.1 Introduction

This section of dissertation work focuses on the synatamic climatology of
extratropical cyclones that undergo a period of rapid deepening exceedinghalthaefined as
explosive or “bomHike” and usual develop a warntore thermal structure at maturity. With
the advent of visible and infrared satellite imagery, entire cyclongydfes could be observed
with their sprawling frontal structure and vigorous central cores of cyalyiwrappeeup
strings of convection. The development of routine oceanic synoptic analysis duringethe lat
1970s allowed for the pioneering climatological work of Sanders and Gyakum (1980) to discuss
explosive cyclogenesis over the Northern Hemisphere from a statisticalopoii@w as well.

The main conclusions from that study included the facts that explosive cyttowlesl to evolve

over regions of tight sesurface temperature gradients, under regions of dppel diffluence,

and that quasgeostrophically calculateg@ressure falls were much less than those actually
observed. This final observation accurately suggested that diabatic comisbiat explosive
cyclogenesis were indeed critical and adequate representations ofdidbatic and boundary

layer processesere required to resolve the rapid deepening in numerical models. The nonlinear
growth mechanisms associated with diabatic growth of baroclinic waveswnkio be critical

for explosive cyclone development and aspects of this relationship have been introduced in
Chapter 2.

In this chapter, the following framework is used to develop a global climatolotheof
synopticdynamic characteristics of explosive cyclone lifecycles. First, a beeétiure review
is required with selected references diésag the climatology of extratropical cyclones in both
hemispheres. With the evolution of improved reanalysis datasets over the qaai, daany
studies have built upon former work to shed new light on the frequency, intensity, and
spatiotemporal strugte of extratropical cyclones. Thus, a collection of the newest generation
reanalysis datasets are objectively analyzed with special focus on ¢hef rdilabatic heating
during the early cyclone lifecycle on the final mature warm core intensdytlze espective
roles of nonadvective PV generation and advective tropopause folding in the generation of the
PV-tower. The warm core stage of the cyclone lifecycle has been described as eithena “war
seclusion” by Shapiro and Keyser (1990) in their cyclofexycle paradigm or a Norwegian
warm occlusion. Several wallescribed methods are employed including Lagrangian composite
analysis and cyclone phase space diagnostics (Hart 2003) which are combinedrerth L
(1955) energy exchange and growth rate calculations, frontogenesisisanatyt local eddy
kinetic energy diagnostics. The spatial resolution of the reanalysis pradiasts for these
metrics to describe dynamical and physical processes both on thesdatgeas well as the
stormscale.
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The gal of this portion of my work is to use staiethe-art reanalysis tools, software,
and analysis techniques to refine our knowledge of explosive extratropical cgelelepment.

To date, a comprehensive examination of global cyclones using the cptiase space (CPS)
has not been accomplished. With CPS trajectories in hand, the compositing techniques
developed by Hart et al. (2006) are easily implemented to generate a robust pictiuee of
evolution of an incipient baroclinic wave into a mature warm seclusion. The walusigec
structure is fascinating in that it shares many characteristics with a matateogt¢al cyclone
even though they develop through completely different growth mechanisms. Theégoi&aoce
energy fluxes and latent healease is critical in triggering and maintaining convection in both
types of storms. The anomalously warm core at maturity of the eyicracyclone may
indeed resemble that of a tropical cyclone with a cloud-free eye present sudrbyridericane-
force nearsurface winds. However, getting to this mature stage requires severatampor
synopticdynamic ingredients that vary in importance during different stages of tha’'stor
lifecycle. The following global analysis will explore the intimate relaship between diabatic
and kinematic dynamics on the synogtale and increase our understanding of warm seclusion
development in particular.

There are at least six separate reanalysis projects underway that prodaiszl Wata in
order to monitor ggects of the earth’s climate. At the same time, operational forecastingscenter
worldwide produce forecasts globally based upon their respective model’s etaéigr of the
initial atmospheric state defined as the “analysis”. However, not all of thenations are
available to the operational NWP systems as is available to the reanalysisssy3tieis trade
off is potentially assuaged by the operational model’s continuously updated rgodeiids and
physics as well as much higher spatial and vértgsolution. Thus, having a frozen reanalysis
model for homogeneous analysis of the atmosphere retains its advantage for bebrige s
Another positive aspect is the ability to compare operational NWP forecabktgaeanalysis
forecasts to quantify the improvements made during a period of severgl fpeagample in
modeling skill.

The synoptiedynamic climatology of Sanders and Gyakum (1980) (Figure 3.1) set the
foundation for a study of explosive cyclogenesis from both climatological (e.dpbRo0&984;
Sanders 1986; Chen et al. 1992; Gyakum et al. 2002) anestealyepoints of view. Notable
storm casestudies include the Queen Elizabeth Il storm (Gyakum et al. 1983ab), the Great
Storm of 1987 (Browning 1990), and the consecutivthar andMartin storms of 1999 (Wernli
2001) which devastated parts of Western Europe. More recently, with the evolution of
reanalysis datasets, climatology studies of many aspects of extratumimales characteristics
have shed new light on their frequency, intensity, and spatiotemporal structure @&uk
2001; Zolina and Gulev 2002). The evolution from pioneering manual weather map analysis
(e.g. Petterssen 1956; Klein 1957) to automated fe#tacking algorithms (e.g. Serreze 1995;
Simmonds and Keay 2000; Hart 2003) have yielded considerable detailed information about
cyclone variability in both the Northern (e.g. Hoskins and Hodges 2002) and Southern
Hemispheres (Hoskins and Hodges 2005; Sinclair 1994, Sinclair 1995; Sinclair 1996; Lim and
Simmonds 2002). Moreover, several studies have focused upon the ability of eadly glob
reanalysis systems (e.g. NCEP/NCAR II, ERA15, ERA40) to charactérzaforementioned
characteristics of midlatitude climate (Hanson et al. 2004; Trigo 2006; WewchlSahwierz
2006; Raible 2007). Germane to interannual variability, the impacts of various atnospher
modes such as the North Atlantic Oscillation (NAO; Hurrel 1995, Serreze 994), El Nino
Southern Oscillation (ENSO; e.g. Eichler and Higgins 2006), andh&lortPacific Ocean
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variability (NPO; Trenberth 1990) have greatly improved understanding foseéatsonal to

interdecadal time scales. Henceforth, it is desirable to have a homogenegdtgrion
consistent dataset to generate robust characteristicseomidlatitude climate system on a
variety of timescales using the best sources of reanalysis data currently available.

This dissertation builds upon previous climatologies to objectively identify anty typi
mature warm seclusion extratropical cyasnBjerknes and Solberg 1922; Shapiro and Keyser
1990) inside the cyclone phase space (CPS; Hart 2003). With the CPS trajefiicthes,
subsetting and dynamical analysis is easily accomplished using a \afrigtgtrics. Warm
seclusion extratropicalcyclones are often but not exclusively the result of explosive
intensification or “bomb” developments. Indeed, even though many warm seclusions aee not t
result of rapid deepening, ndiomb extratropical cyclones over marine environments develop
similar structure and characteristics at maturity. Here, we focus attention on yiets®es that
do indeed undergo a period of rapid deepening ofBmrgeron or 24 hPa in 24 hours
normalized at a latitude of 45°N (or 45°S). As explained, this distinction does not preclude othe
non-explosive cyclones from reaching central pressures comparable to or tloavertheir
explosive cousins. The geographical locus for this exploration will be clearly leverceans
which provide the moisture and heat exchanges necessary during the stage of inafmast c
development.

3.2 Data and Methodology
3.2.1 Objective methodology

An objective methodology is applied to three complementary, but lamggdypendently
produced, longperiod reanalysis to constructh@mogeneous database of cyclone tracks and
structure. These include the MERRA, J2B, and ERAInterim which are discussed briefly in
the following sections. A featwteacking system based upon minimum -Emeel pressure
(MSLP) detects cyclones, trackBem throughout their lifecycle, and serves as a basis for
individual cyclone phase space trajectories. The CPS diagnostics aexldppil tracks with
life cycles of at least 24 hours duration (>5-Bourly synoptic analyses) using the methodology
outlined in Hart (2003). These lifecycle trajectories are easily assembled ltnddfito
construct meaningful composites of many variables crucial to extratropidaneygenesis,
intensification, and mature structure development. The reanalysisodates are described in
the following sections.

To develop a climatology of extratropical cyclone behavior, the goal is to have-a long
period, reasonably high spatr@solution and consistent atmospheric analysis. As the era of
plentiful satellite data dgan in 1979, advanced data assimilation procedures (i.e. 3DVAR,
4DVAR) were engineered to optimally combine both conventional observations such a
radiosondes, ships, and surface stations, with remotely sensed variables such@esyaioaue
track winds, and microwave backscatter. Bengtsson and Shukla (1988) proposed conducting a
retrospectiveanalysis or reanalysis using a fixed modeling system to provide more eongist
in data time series. In the past decade, many additional remote sensingnpldtdve come
online which are then added to the data assimilation recipe to generate the most aclysite an
of the atmosphere at a chosen interval. For faogde extratropical cyclone characteristics such
as the evolving pressure and wind fieldg;urly analysis increments are typically reasonable
to capture the storm’s lifecycle overall, but higher temporal sampling isabksio capture the
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very rapid changes associated with rapid deepening. Atmospheric reanalysisspraidabich
severalgenerations have evolved, provide a memeisistent analysis on the order of-3%

years. However, one must consider the evolution of the observing system throughout the past
several decades and correct for distinct bias introduced when a new saiel@® online and is
assimilated into the reanalysis (Simmonds 2004).

3.2.2 Reanalysis products: MERRA

Second, NASA has undertaken the Modern Era Retrospettiglysis for Research and
Applications [MERRA, Bosilovich et al. 2006] project to produce haotool to analyze aspects
of the climate system during the daieh past 3decades. While the MERRA output will
resemble the traditional reanalysis output like the JRA25/€30s), and its predecessor ERA40
and NCEP/NCAR Reanalysis, a special advancaata assimilation technology allows for the
output of many diagnostics at a higher temporal resolutiorhafut [4DVar systems have this
ability in general]. The GEOS{Rienecker et al. 2008) data assimilation system implements the
Incremental Analyis Updates (IAU) to slowly adjust the model states toward the observed state
and reduce unrealistic water cycle spin down. Thus, surface fluxes as wtikasingle level
meteorology variables including skavel pressure are provided ahaurly analgis increments
while the pressure level data [L42], at full model resolution (0.5°x0.66°) are providedGvery
hours. For comparison purposes between the reanalyseshthely output will be utilized.
MERRA was processed in three separate computie@res or segments corresponding te 10
year chunks and completed in early 2010 with-tiea¢ production expected to continue into the
future. The entire dataset is hundreds of terabytes (TB) in HDF formatvaiable online for
immediate usage using aADS data server, for instance. A curious oversight with MERRA is
the lack of vertical motion or pressure velocity as a provided variable.

3.2.3 Reanalysis products: JRA-25

As a component of the lortgrm climatology component of extratropical cyaon
exploration in this dissertation, the Japanesgezy Reanalysis (JRA5, Onogi et al. 2007) will
be utilized for common atmospheric variables aloft and at the surface from January 1979 t
December 2009 (data extends into 2010 and is updated daily) at 6-hourly synoptitsintEinea
JRA-25 utilizes the Japan Meteorological Agency (JMA) numerical assionland forecast
system (current as of 2004, T106) and specially collected and prepared obsdnattbna
satellite data from many sources includiing tEuropean Center for MedisRange Weather
Forecasts (ECMWF), the National Climatic Data Center (NCDC), and the Mktgoal
Research Institute (MRI) of JMA. The JR2 analysis grids are created using-\2&r data
assimilation at approximately 1.25°idrspacing. Tropical cyclone analysis receives special
attention with wind profiles assimilated around active cyclones using thed-iorethodology
(Onogi et al. 2007) deduced from bésick data, resulting in a generally improved TC analysis
field whencompared to other reanalysis products.

3.2.4 Reanalysis products: ERAnterim

The third reanalysis dataset is called the Eurofigamtre for MediunrRange Weather
Forecasting (ECMWF) Reanalysis Interim or Ef#erim (Simmons et al. 2007) dataset and
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spans the datach period of the past two decades beginning in January 1989 and extending to
present day. It is clearly advantageous to have the reanalysis data cohtinyaaed as
quickly as possible to monitor the earth’s climate using a homogemeodeling environment.
Another advantage of the ERA based system is related to the quality of the ugdddia
assimilation and forecast model technology. The interim status is designatedratge
between the ERAO and a subsequent future reaselyhich will likely span at least 5@ears.

The ECMWF forecast model has consistently outperformed all other glmtedational
forecasting systems, especially when measured using the 500 hPa geopotemtialy a
correlation (see Chapter 6). As development of modeling techniques and computer pawer ha
improved along with new data rescue and handling efforts, considerable exp&sigteed
during the construction of reanalysis products, in an “iterative” manner (Uppala 20@R)thgv
completion ofthe ERA40 [data through August 2002], a new reanalysis system was suggested
to take advantage of the intervening advancement in the ECMWEF operational modstiamgy. sy
Thus, the ERAInterim was implemented with a T255L60-h@urly update 4Bvar model with
improved model physics, new humidity analysis, and variational bias correctictiarica data
(cycle 31r2 of ECMWF's Integrated Forecast System (IFS) operatiomaioduced in
September 2006).

Many important differences exist between the third gaimr ERAinterim and the
secondgeneration ERA40, which had many observed problems or shortfalls. Of these, the
ERA-interim improved upon overly strong tropical oceanic precipitation in the early 1990s, and
reduced the levels closer to the Global Preafjgin Climatology Project (GPCP) estimates.
Accordingly, total column water vapor in the ER#erim is more in line with values from the
SSM/I product produced by Remote Sensing Systems. As the reanalysis erduntegrated
forward along individual 1@ay forecast cycles, comparison with the ERA40 shows a consistent
and clear improvement in forecasting modeling skill during the past decade ¢&g.eBal.
2009). These day forecasts are provided twice daily for the entire reanalysis period for bot
the pressure level and surface date likely proving invaluable for future pitatiigtstudies.

3.2.5 Reanalysis products: NCEREFSR

The fourth and final dataset, the NCEP Climate Forecast System Rea(@hSR), is a
longperiod global, high resolution, coupled atmospfmreanland surfacesea ice system
designed and executed to provide the best estimate of the state of each donwmiet @ah
submitted). Spanning the past thoExades beginning in January 1979, the CFSR is also
continued as an operational, pseudattime product at least into 2010 with the bulk of the data
just provided online during late May 2010. The global atmosphere resolution is apgiedyxim
38 km at T382 with 64 vertical levels extending from the surface to ®a6 fihe global ocean
is coupled at a similar resolution of 0.25° at the equator extending to 0.5° outside the titbpics w
40 vertical levels to a depth of 4.7 km. Since satellite observations were usednogddran
and bias corrected with “spimp” runs at full model resolution, smooth transitions due to
changes in satellite monitoring are a clear advantage of CFSR to monitor the.cl®mailar to
MERRA, CFSR atmospheric, oceanic and land surface output are availasiehatrly time
resolution and 0.5 degree horizontal resolution.

According to the Bulletin of the AMS overview by Saha et al., the CFSR wiighe the
basis for most of NCEP’s future operational climate products. The reanalilstefme the
mean states of the atmosphere, ocdéammd surface and sea ice over the nexy&dr climate
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normal (19812010) and provide the initial conditions for the Climate Forecast System forecasts
on weekly to monthly time scales. With improved atmospbesan coupling and more modern
data assimdtion and model technology, the CFSR output will be far superior to previous NCEP
reanalysis products produced in the +hB0s. Saha et al. predict that since “the previous
NCEP reanalyses have been one of the most used NCEP products in historys thexey i
reason to believe the CFSR will supersede these older products both in scope and quality.

3.2.6 Operational NWP products

To compliment the vast collection of reanalysis data, valuable reposibgerational
model output from several of the world’s best numerical models are maintained dakl@wa
the THORPEX Grand Ensemble (TIGGE) archive. This effort undertaken toveporecast
predictability is generally tailored around the production, archive, and disbmbatiensemble
products simultaneously in a conformal format. Archived since2@®, the TIGGE forecast
model output will be discussed in a futuretageton predictability along with two retrospective
re-forecast datasets. Deterministic model grids from the ECMWF systelB80(thrs) are
available at high resolutions (40 km) in addition to even higher resolution data (~16 km, T1279)
in the Year of Tropical Convection (YOTC: Waliser and Moncrieff 2007) data port@EPN
Global Forecasting System (GFS) grids are collected at a nominal gathgmf 1° globally
from a period of 2002010 and forecasts fromB14 hours are available eackhéurs. While
not used in this dissertation, ECMWF provides thela9 forecast grids every 4®urs for the
ERA-interim reanalysis from 1982010. This data is valuable for examining forecast skill and
failure during the past two decades with respect to dependenceagme flows and baroclinic
wave lifecycle variability (see Chapter 6).

3.2.7 Cyclone tacking

The cyclone tracking method (feature tracking) used in this study and desoribkzatb
(2003) is based upon the location of minimum sea level pressure (MSLP) centers, which must
fall upon a model grid point for computational efficiency. Many other studies hagstigated
a variety of other variables for cyclone detection including MSLP, geopotentgitlaiseveral
vertical levels, geostrophic relativeonticity (Sinclair 1994), and potential vorticity on the
dynamic tropopause (Hoskins and Hodges 2002). Generally, the preceding varitddesdde
synoptic activity well, with comparable results between vorticity and RISSpecifically, the
Hart (2003) nethodology uses a rather small footprint [5°x5°] or scanning window to locate
pressure minima, and does not require a closedeseh pressure contour, only a local and
unique minimum.

The most apparent weakness of MSLP detection methods is at smaller scales, wher
vorticity tracking produced better results (e.g. Dacre and Gray 2009¢x&orple, the detection
of midlatitude cyclone genesis over land (e.g. in the lee of the Rockieshohde adequately
represented with a closed sea level contour. Agiotteakness of MSLP detection methods
occurs during the beginning stages of cyclogenesis or when a cyclone is in itngtidarwave
phase (Dacre and Gray 2009; Hewson 2009). The lack of a vertical phase locking with upper
level baroclinic features results in shallow, diabatically enhanced-soa# waves which may
lack a closed sea level pressure minimum.
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For example, over the globe during the MERRA period [130Q@9], millions of
individual cyclone point locations are coalesced into approxim&@Q@y000 individual storm
tracks with a minimum duration of Z#burs (5 consecutive time periods). Many detected
cyclones are shetived, stationary, and relatively weak and are consequently filtered out from
the final population. As expected, many diurnal pressure fluctuations over thes Emsierts
and tropical oceans show up as pressure minima against the background deilglsm@ssure.
Cyclone phase diagnostics are applied to the remaining tracks resulting intecychuse phase
trajectorystructure database for easy temporal, spatial, structural, and phase c¢hergg. f
The same procedure is applied to the J®Aand ERAinterim to generate a total of three
separate storm track databases each with hundreds of thousands of indiyicloak c
trajectories.

3.2.8 Cyclone phase space diagnostics

The cyclone phase space (CPS) has proven to be a valuable tool-foneeaperational
diagnosis of tropical cyclone thermal structure (e.g. National Hurricane rGahisories), the
timing of extratropical transition (Hart and Evans 2003), and tropical transition/hylatmhey
development. Pertinent to this study, the life cycle evolution of extratropicidnes from
baroclinic, coldcore frontal waves to mature waore seclusions is clearly depicted in the
CPS trajectories in the reanalysis and operational datasets. The three paraseziets
describe the general structure of cyclones are the {oojospheric thermal asymmetry (B) [Eq.
3.1], the loweitropospheric thermal win¢-V+-) [Eq. 3.2], and the uppéropospheric thermal
wind (V1Y) [Eq. 3.3]. These parameters are chosen solely from thedimemsional height
field and have strong physical foundation within current cyclone developmentethébiart
2003). Complementary CPS trajectories through two tropospheric layers of equéd@fass
600 hPa and 6068 300 hPa) effectively allow for the objective definition of extratropical
cyclone lifecycles. The parameter B is a measure of thickness asymmédiirynings leftin the
Northern Hemisphere) across a cyclone within a 500 km radius perpendicular to the stor
motion vector. Thus, B is an indication of the frontal nature of the cyclone and isl teldte
gradient of the mealayer temperature. Intense extratr@picyclones prior to and during rapid
deepening typically have large positive values of B of5ID0 (or more) representative of a
direct circulation during cyclogenesis and become more symmetric (B appscaeto or less)
during the warm seclusion prase(indirect circulation).
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To distinguish between coltbre and warntore structure of a midlatitude storm, the
vertical thermal wind structure is determined by calculating the magnitude of theney
isobaric height gradient (#x — Zmnin Within @ 500km radius around the cyclone center). This
height gradient is directly proportional to the geostrophic wind magnitude arehsesr (cold
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core) or decreases (warm core) with height allowing for diagnosis loingyevolution. Positive
(negative) values ofV1- (-V1") imply a larger émaller) perturbation at 900 hPa (600 hPa)
compared with 600 hPa (300 hPa) and is indicative of a w@wid-) core cyclone. From the
hypsometric relationship, the thermal structure and profile of heightrpation immediately
follows from Equations (3.2) and (3.3) (Hirschberg and Fritsch 1993). Hart (2003)nsonta
considerable information about the CPS including methodology and technique calculation, case
study examples, and climatology for a variety of tropical, extratropicalhod cyclones.

As an example, Hart (2003) discusses the CPS of the infamous Ocean Ramger war
seclusion of 1217 February 1982 studied by Kuo et al. (1992). Figure 8 from Hart (2003) is
reproduced (Figure 3.2-k using the new MERRA reanalysis dataset and clearly skioavs
development of a powerful warseclusion with a strong thermakrm-core in the lowetevels
of the troposphere. This does not extend into the tippeosphere since the lowered
tropopause certainly causes a temperature inversion with height, sometiasoues 500 hPa,
which is a major difference with tropical cyclones that have strong vertenaihaores to the
tropopausdevel. For information's sake, the storm reached a minimum pressure of 950 hPa at
06Z 15 February 1982 in the North Atlantic with a maximum normalized deepening Eafie} of
Bergerons. Other CPS figures (Figure 3:R) are produced for 5 other cyclones including
extratropically transition Typhoon Forrest (1989) and Tropical Cyclone Ken (2009hese t
extratropical developmesin 1981, 1998, and 2008, respectively. The warm seclusion lifecycle
is highlighted in all the examples with the main difference being the originatithre afcipient
vortex i.e. tropical or non-tropical.

3.3 Overall Global Climatology

The overall global storm track climatology in each recent reanalysis prasluct
gualitatively similar for largescale atmospheric phenomena. It is recognized that there are
significant differences or biases in cyclone depictions in comparisons ofysamaoducts due
to the data assimilation and numerical weather prediction procedures appliedotacdbist
observations both in situ and satellite based. As of May 2010, th SRMERRA, and ERA
Interim reanalysis datasets are available from either 897989 to present. For the following
climatology results, the MERRA is used throughout due to its completeness, vaoiatges
and the spatial and temporal sampling of the output grids. Thel&ie@Am based upon a recent
cycle of the Integrated Fecast System (IFS) at ECMWF contains vertical pressure velocity data
which will be used later. However, the ERAterim contains one less decade of output than
MERRA (and JRA25) beginning in 1989.

As an introduction to the MERRA results, swathpsaare constructed that assess
extremes in variables at each grid point during the entire MERRA pdaodl979- Dec 2009.
The minimum SLP reached at each grid point is plotted in Figure 3.3 with a rang@d4 hPa
to 1011 hPa globally. The extratropical storm tracks naturally show up with somdiordimfa
tropical cyclone tracks in the subtropics. This map is not necessariltixefletthe variability
at each grid point, just the extremes. Hence, one event with significant spatelbut oy
limited temporal scale will dominate the signal.

Two MERRA 9008hPa maximum wind swath maps for two different time periods show
the prevalence of warm seclusion cyclones in the midlatitude oceans. Thé&igise(3.4)
concisely displays the past-$&ars of neasurface extratropical cyclone winds over the global
oceans. There are literally thousands of very high wind cheslraped maxima especially in
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the midlatitude storm tracks of each hemisphere. Winds commonly exceed 100 knots with a
maximum of140 knots which represents stronger than a Category 5 hurricane on the Saffir
Simpson scale. A Northern Hemisphere esgdison is chosen to highlight the synoptic activity
during October 1989 March 1990 (Figure 3.5). This contains the extratropical transition of
Forrest mentioned in Section 2.4 as well as numerous tropical cyclone rapesvat the
Southern Indian and South Pacific Oceans. At ufpels or the jet level of 250Pa,
individual jet streaks and maxima are discernible as long thi&ati80+ knots bands with a
clear preponderance in the Northwest Pacific storm track region (Figire Bhe jet streams

are typically weaker in magnitude in the Southern Hemisphere. These swath enapsfalrfor
operational NWP forecast analysis arah de used with other variables including precipitable
water, temperature, and vorticity.

Results from the MERRA cyclone track database for period Jan +926c 2009
described earlier are presented in the following section as spatialydaotst storntrajectories,

CPS diagrams, and other maps. Density plots are used to easily compaenl®isins around

the globe and provide relative estimates of activity on spatial scdleskFigure 3.7a, all
extratropical cyclones that undergo deepening of approximately 10 hPa per 24NidiRr) (4

at 45°N) and attain a minimum skel pressure (MSLP) below 1015 hPa are binned in
2.5°x2.5° bins according to the location of the analyzed storm position. This cyclone population
will be furthered referred as theall’ cyclone$ group. The major Northern and Southern
Hemisphere storm tracks are clearly apparent as well @asdeeyclogenesis and development
over the Himalayas, Rockies, and Andes mountain ranges. The circumpolar dtongtthe
Antarctic ice edgeand the stormtrack regions of the North Pacific and Northwest Atlantic
represent the webtudied climatological active centers (e.g. Hoskins and Hodges 2002) where
cyclones reach maturity.

A subset of extratropical cyclones that undergo explosive deepening or drop 1 Bergeron
(pressure drop of 24 hPa in 24 hrs relative to 45° latitude: NDR>1) leaves approxiidtel
cyclone tracks during the 31 year period examined in the MERRA dataset is shéugure
3.7b. The North Pacific storm tracks followed thg North Atlantic are the two most densely
packed explosive cyclone track corridors. The Southern Hemisphere (SH) track®rare
densely packed off the coast of South America downstream of the Andes, and along the
Antarctic coastline abutting the soath Indian Ocean but are diffuse otherwise due to the lack
of orography in the midlatitude Southern Hemisphere.

From the cyclone phase space diagnostics for the entirety of the cycloneldisecy
described in Figure 3.7a, a CPS trajectory density plot is assembled for b&timtak(Figure
3.8a) and thermal parameters (Figure 3.8b). Similar to Figure 9 of Hart (2003), and
acknowledging that the typical baroclinic cyclone begins as acokl entity and develops
weak lowlevel warm thermal structurat maturity, the preponderance of the CPS trajectory
locations are in a decidedly cettbre and frontal existence. It is not surprising that the typical
warm seclusion trajectory can be drawn along the axis of maximum densityeof
aforementioned plots.

From the CPS trajectories, MERRA cyclone characteristics are filtereddawgdo the
thermal structure both at lower and upper levels. Figure 3.9a showsoeeensyclone track
locations (- & -V1" > 0) on a spatial density map similar to Figure &nd for all cyclones as
defined previously. With the representation of tropical cyclones in MERRA, thmeNorth
Pacific typhoon tracks cluster as they enter close to the in situ radiosondeknitiwbetter
analysis especially south of Japan. éNtite Eastern North Pacific tropical cyclone structure in
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the MERRA must be insufficient to meet the thresholds delineated ialltbgclonecategory,
most specifically the central pressure decrease requirement at such loglesatitRelaxing the
NDR or minimum MSLP threshold would likely ameliorate this situation. The North Atlantic
hurricane tracks show up well especially with the eastern United Statesemastmg systems.
The Southern Hemisphere tropical cyclone basins of the Southern Indiam Qeea
Madagascar, the west coast of Australia, and in the South Pacific and Corak Steady
discernible. Extratropical cyclone activity is dominated by warm seclusidureneyclones in
the dominate cyclolysis areas of the North Pacific espedtadlysulf of Alaska, and in the North
Atlantic near the tip of Greenland and Iceland. This extratropical ggedohighlights the well
studied and observed Aleutian and Icelandic lows which statistically areeceferas the large
scale climate modes such as the Pagtificth American pattern and North Atlantic Oscillation
(NAO), respectively. The Tibetan Plateau heat lows show up as a warm cera pysharily
because of its elevation and the fact that MERRA does not interpolate pressisrodéwsthe
ground. The Southern Hemisphere extratropical cyclones spiral poleward and amatutecay
near the Antarctic seiae edge.

From the sameadll cyclone$ population, moderate or strong catdre cyclones are
defined as having bothV;- and-V+" < -200 indicative of a baroclinic environment with strong
vertical shear are plotted in a spatial density map (Figure 3.9b). The NortheispHere storm
tracks at the jet entrance regions over the warm western oceanic boundary cumenrds ex
approximatey 60-80° of longitude eastward as caitdre. As an individual cyclone deepens or
intensifies, it generally trends towards weaker cold core or veanm structure at lower levels
first. In comparison, due to the weaker baroclinicity in the SH, the cirglamgtorm track sees
a relatively weaker coldore structure during the initial stages of cyclogenesis. From the
explosive cyclone population subset (Figure 3:hfasimilar warm and coldcore spatial
density maps show that these particular cyclones paré of the overall global cyclone
population. The explosive extratropical cyclones almost always take advanftége warm
western boundary currents and favorable jet dynamics. Together, the spatigl mepsi of all
cyclones and the bomb subset destrate that warrmaore nortropical cyclone typically do not
inhabit the subtropical latitudes and are dominated by the warm seclusion or negarefshe
respective cyclone lifecycle.

3.3.1 Individual storm tracks, time series, and histograms

Individual storms tracks are plotted for both hemispheres under a variety of intaity
deepening constraints for the entire MERRA period of 120J@9. The tracks are colored coded
according to the central MSLP. The following filters are used in the 8gumeormalized
deepening rates of 0.75, 1.33, and 1.50, respectively, and MSLP of sub 940 hPa, 930 hPa, and
920 hPa with the only requirement that the cyclone is undergoing growth or hasige posit
deepening rate. The polar stereographic views of eaclspleene show the cyclone tracks that
undergo normalized deepening of NDR > 0.75 (Figure 3:)jlaand NDR > 1.33 (Figure 3.11 c
d). The total global total of NDR > 0.75 cyclones is nearly 10,000, which represents
approximately 40% of the global total a®sngpared to theall cyclone group discussed
previously. However, the restriction of NDR > 1.33 thins the cyclone population to (&NH
total of 767 (513). The comparison between the two hemispheres is somewhat atechjic
the environmental background pressure differences, which is not accounted for in lifgs.ana
A global view of cyclones that exceed NDR > 1.5 is plotted in cyclone trackigumeF3.12.
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The global total is only 652 with the vast majority in the NHstdued in the North Pacific and
North Atlantic storm tracks regions with genesis over the western portion ofdiins.ba

When only central pressure is considered as the filtering constraint, thenclieaity of
extratropical cyclones are found in the SH. Figure 3:63laow cyclones that reach a minimum
central pressure of at least 940 hPa, 930, hPa, and 920 hPa respectively. As antbatample
perhaps trivial, in the MERRA, 57 cyclones reached a minimum pressure of under 920 hPa
including Typhoon Forrest (1989) in its extratropical stage.

For completeness of this individual storm track climatology, time series of ex@losiv
cyclone (NDR > 1.0) counts are constructed for 12009 for the Northern Hemisphere
individual basins, each hemisphere, and the globe as a whole using running sum plots (Figure
3.14). All months are included in the frequency plots not just the cold seasons to account for the
several anomalous late spring and early summer explosive cyclones. Aistietermined to
be in the Nath Pacific basin if the minimum SLP is reached between-265°E. The North
Atlantic demarcation is east of 255° and west of 40°E leaving the Eurasian corgematts but
few explosive cyclones occur over land. Of the 1960 total NH cyclones in this subset, 1129
(831) are counted in the North Pacific (Atlantic), respectively. Except for 1992 and 1993, the
North Pacific 12month running sums or bomb frequency has exceeded the North Atlantic for
the past three decades (Figure 3.14a) sometimes by as many as 20 storatsthind@mnonth
frequency mean for the Pacific (Atlantic) is 36 (27) bombs, respectively, avistandard
deviation of 7 (5). The overall Northern Hemisphere yearly mean frequency is 63 with a
standard deviation of 8. When comparing the two hemispheres (Figure 3.14b), bothrieme se
show considerable interannual variability with prominent swings likely on tialesdescribed
as decadal. The SH (Figure 3.14b green line) has seen a minimum (maximum) of 47 (%7) storm
during separat 12month periods with a mean (standard deviation) of 69 (10) storms,
respectively. The NH (Figure 3.14b blue line) has seen a minimum (maximum) of 45 (85)
storms with a mean (standard deviation) of 63 (8) storms, respectively. The fghojp@ncy
(Figure 3.14c) time series also shows climate variability on a variety of tialesshowever,
that is left as future research to see what is new with these results. In sugiotal 12month
bomb frequency mean (standard deviation) is 132 (11) stormsawitmimum (maximum) of
105 (157) cyclones. None of the time series examined had significant trends.

Histograms of minimum SLP for thexplosive cyclonpopulation are presented for each
basin along with a longitude frequency map of the location of minimum SLP (Figuje 31&

NH median minimum SLP is 962 hPa with thd dnd 3" quartiles at 954 hPa and 970 hPa,
respectively (Figure 3.15a). In comparison, the SH explosive cyclones are wéb@emedian,

1% and 3 quartile of 949 hPa939 hPa, and 960 hPa (Figure 3.15c). As mentioned, the
minimum central pressures of NH explosive cyclones occur over the namgitudes with few
continental examples (Figure 3.15b). The SH sees a balanced longitudinaiutitstriof
explosive cyclones (Figure 3.15d), which is indicative of the importance of downstream
development (Orlanski and Sheldon 1995, Hoskins and Hodges 2005).

From the results initially presented in Roebber (1986) on the probability deusityoh
(PDF) of explosive cycloe deepening rates, a considerably long tail in each basin was suggested
to be characteristic of a special regime or favorable environment for the wuebiee
deepeners. This analysis is conducted for the entire cyclone population exceedify & ND
0.25 (17058 cyclones) in the Northern Hemisphere only, and then a subset of only those
cyclones that exceed a NDR of 1.0. Figure 3.16a shows that an explosive cyclonetisma ex
event comprising approximately 10% of the overall cyclone activity. Whinconsidering the
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explosive cyclones PDF (Figure 3.16b), a similar long tail extends into trearely explosive
cyclones exceeding NDR of 2.0, comprising less than 3% of explosive cyclones.

3.4 Southern Hemisphere Climatology Aspects

Cyclones tansport heat and moisture latitudinally and drive the Southern Ocean.
Hoskins and Hodges (2005) refer to the spiral storm track regime of the SouthesphEmias
a set of “overlapping plates” in which the cyclones in each plate feed the gendsenext
throughdownstream developmef@mmons and Hoskins 1979). The lack of orography in the
Southern Hemisphere allows for the Southern Ocean to extend in a circumpolar fadhitre wit
Antarctic Circumpolar Current (ACC) physically exchanging water betwkenthree basins
(Atlantic, Indian, and Pacific). The elevated ice sheet of the Antarcticneomtigreatly
influences the climate of the Southern Ocean region. Cold air drains from theertesetting
up a thermallydirect secondary circulation in the middle and upper atmosphere. Thus, there is
large scale subsidence over the ice sheet as downslope or katabatic windsargsmiypusly
remove radiativehcooled air. The continental circulation is a leaky baroclinic system. Also,
large scaleymoptic forcing is responsible for the surges in katabatic drainage as cyclonés impa
their largescale circulations on the continental (g8& margins (Bromwich and Parish 1998).
This cold air surges equatorward into the middle latitudes of the Soutleenisphere, and can
easily be seen in moisture content and flux maps.

The upper troposphere of the SH is dominated by stationary eddies Rossby watges. Ina
and Hoskins (2004) describe asymmetries in convective heating and the netatiedl
circulaions as the primary controls of the major minima and maxima in eddy kinetic energy
the uppeitroposphere (divergent flow due to convection can act as a source of Rossby waves
that propagate in the tropics) . In other words, the asymmetry of the meaanflostorm tracks
in the uppeitroposphere are dominated by a stationary Rossby wave forced by aswsnmetri
convective heating in the northern Tropics. It was also shown using idealized globlaticin
models that the zonal asymmetry of -seafae temperature (SST) is crucial for the lavel
winter storm track structure (Inatsu and Hoskins 2004) in the Atlantic andhI@diean lower
level storm tracks with the gradients of SST.

During the SH summer, the storm tracks are strong, circular and confined tohbe hig
latitudes. The winter storm tracks are more asymmetric with spirals from the Atladtiadian
Oceans towards Antarctica with a syglitbtropical jet related maxima in lowltitudes over the
Pacific, also spirally poleward (Hoskins and Hodges 2005). The Atlantic and Indian Ocea
tracks are the strongest year round. A strong subtropical jet during the wittie Australian
region acts as a waveguide and inhibits the poleward propagation of wave auvttye high
latitudesof the Pacific.

The global upper atmosphere is depicted by fields on a constant potential vorticity
surface (2 PVU) which is defined as the dynamic tropopause (Hoskins ansfdserd988)
using monthly mean data from the ER#erim during the 19820 period (Figure 3.17).
From diagnostics of the meridional gradient of pmole@quator potential temperature on the
dynamic tropopause (Figure 3.1d}y the global summer and winter storm track regimes are
easily discerned and compared between the twadpéeres. Focusing on the SH winter or JJA
(Figure 3.17b) the strongestP2/U potential temperature gradients are near 30°S while much
further poleward at 45°S during the summer (DJF; Figure 3.17a). The subtropisajneatly
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enhanced in the Indiand®an extending into the Pacific with weaker ugpgel winds in the
Atlantic.

As shown in the climatological density maps, the winter storm tracks in the SH are
zonally asymmetric and spiral poleward. Cyclogenesis and growth in tHatiovdes leads to
decay and cyclolysis at high latitudes near the Antarctiedgee and contimg. Favorable
downstream development regions are found east of Australia and Newdpakited to be to
sensitivity to the South African topography (Inatsu and Hoskins 2004). The two geggsns r
of South America and the Antarctic Peninsula feedAtitentic storm tracks (Figure 3.18a) with
the cyclogenesis maxima off of South Africa feeding the Indian Oceagaré@=3.18b), which
spirals into Antarctica. The downstream development off the eastern coasitcdlid feed the
Pacific storm tracks (Fige 3.18 ed). Most often, storm systems that are generated near
Antarctica do not translate equatorward out of the circumpolar trough and tend to nemaa
the continent (Hoskins and Hodges 2005).

Questions still surround the actual strength of the s&#m tracks especially when
considering the quality of first and second generation reanalysis datas®€ iR and ERAI0
reanalyses) is considered when calculating metrics related to-wppespheric transient waves
(Guo et al. 2009). The sparsened in-situ observations over the SH is wiktlown and forces
data assimilation procedures associated with the reanalysis modeling to wetglites
observations much more heavily. Discrepancies in SH storm track strengtactoally have
increased irecent reanalysis efforts due to changes in data assimilation procé@uesnd
Chang 2008). Using COSMIC GPS radio occultation datasets from which geopotegtil hei
can be directly retrieved as a function of pressure, Guo et al. (2009) foundeti&it thtorm
tracks in the NCERNCAR reanalysis were significantly biased low by at 25% at 300 hPa. On
the other hand, they found that the ER® and ERAInterim storm tracks were much closer to
that inferred by the GPS data.

Pacific Ocean climate varidity significantly affects SH cyclone and anticyclone
behavior especially the impacts of El Nino /Southern Oscillation (ENSQjfid®®ecadal
Oscillation (PDO; Mantua et al. 1997), and the interdecadal Pacific Oscill##0n €.9. Power
et al. 1999; Power and Colman 2006; Power et al. 2006). Pezza et al. (2007) further indestigate
the links between ENSO and PDO/IPO and found statistically significarrbhodt cyclone and
anticyclone) changes associated with different combinations of modes. M#ysleal causality
was not described in the paper, Pezza et al. (2007) point out an important aspect oh ENGO |
random changes associated with-sedace temperature patterns in the tropical Pacific may
have different impacts upon teleconnection signals in the extratropics (Kaladli®iaz 1989).
The independence of ENSO and the PDO is currently a question for debate in theladiyna
circles, yet there is a significant relationship as 50% of El Nino and 56% Wfrlzaconditions
are accompanied bje same PDO phase (Pezza et al. 2007). Only once in the pastrSQin
the spring of 1994, did the PDO and ENSO have opposite phases (but the same sign). Thus,
extricating the ENSO signal and its random fluctuations from the {o@guency PDO signal
may be fraught with difficulty, and should be recognized whenever doinfugitn studies
associated with climate change. Furthermore, ENSO events of either phgsexmbit
considerable variability inside their own subgroup, and composites of a handfuésicag not
be appropriate for brodorush generalizations of remote impacts (e.g. Turner 2004). As a side
note, as discussed by Hurrell et al. (1998), since the average temperatureeksgpose in the
SH is greater than the NH, 44 days ver38gslays, it is somewhat more difficult to separate the
SH calendar year into meteorological seasons.
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Lim and Simmonds (2002) and Simmonds et al. (2003) compared explosive cyclone
development in the SH and NH using the NCEP reanalysis data from129%9using an
automated storm tracking scheme. In addition to finding SLP minima, the background or
climatological pressure was taken into account for the SH storms, which mayceesardy
reflect an actual intensification. Their method found an average of 26 explgsloaeas per
calendar year in the SH with prevalence in the winter months but less segsamalitthe NH.

Their NH statistic shows approximately 45 explosive cyclones per yeaeihamisphere. It

was also found that over the past 21 years of the record, the number of thess $gstem
increased globally and in both hemispheres, and that the positive trends of global and SH
systems are statistically significant (Lim and Simmonds 2002). Their NDR lcenéssure
calculatiors were used with a reference level of 60° and 1 Bergeron is defined as 24 mb/24hr. It
is also remarked that the explosive intensification period occurred very ednlg lifecycle of

the cyclone.

Rudeva and Gulev (2007) reported on the climatologyoiboe size characteristics and
their changes during the cyclone life cycle also using NOERR reanalysis data. The
characteristics of cyclone size are important for understanding the mecbkaoiscyclone
development, and for detailed analysis of ctienaariability. While the frequency of storms may
not necessarily change, the lifecycle may (e.g. Bengtsson et al. 2006). rAstothyeexamined
the vertical organization of winter extratropical cyclones in the ERA40 from-2009 (Lim
and Simmonds 2007). The vertical organization or cyclone depth was defined as the mean
distance between surface cyclones and their companion 500 hPa geopoteraiehtieight
minima. Based on these mean characteristics of all SH extratropical cyclooal\strtictire,
explosively deepening cyclones were described as vertically very wetlipegasystems.

While Lim and Simmonds (2007) used ERA40, arguably the best reanalysis at the time
for the Southern Hemisphere, the newer, 1ggxieration reanalysis systems eutty available
likely will produce different trends in cyclone frequency including explosiveloogs.
However, the paper does provide a good summary of the hemisphere's baroclinic growth
characteristics with analyses of the Eady growth rate (Pedlogky Lhdzen 1993).

A follow up paper by Simmonds and Lim (2009) describes the biases in calculatibns suc
as the Eady growth rate if timmeean fields are used for the individual components such as
vertical shear and stability, which has been ubiquitouthe literature. They show that it is
more appropriate to average the individual synoptic data which will overwhelmingjsebter
than using time mean data because of the covariances and nonlinearities alm@sbalng
positive definite quantities. This has implications in changes of cyclogenesis under global
warming scenarios and "reinforces the notion of retaining an ekas&xl perspective on the
maintenance of climate and its change (Simmonds and Lim 2009). An immediate impbéatio
this gudy arises in tropical cyclone, seasonal forecasting, and climate change scienoghas m
mean fields of quantities such as vertical shear, maximum potential intensity,eagdnisis
index are all calculated from variables already averaged in antea@ sense. Similar averaging
is done with global warming monthiyjean temperatures rather than using a distribution or
normalized anomaly approach (see Chapter 2). Together, it is preferabkriknewledge of
the entire spectrum of weather eventa iclimate diagnostic which will then be used to describe
changes in that event.
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Figure 3.1: From Sanders and Gyakum (1980) their Figure 3. Distribution of bomb extratropica
cyclones during three winters of the 1970s. Isopleths are normalized and smoothdte with t
heavy dashed line representing the mean winter position of the Gulf Strehriduaoshio

current.
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Figure 3.2: Cyclone phase space diagrams, both Iewel{frontal and thermal diagrams for the
following storms: (a-b) Ocean Ranger storm of 1982dt Typhoon Forrest of 1989 -(¢
Tropical Cyclone Ken of 2009 {g) Extratropical cyclone of Dec 1®ec 27 1981 )
Extratropical cyclone of October 24-30 1998 (k-1) Extratropical cyclone of Feb 8-15 2008.
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Figure 33: MERRA minimum se#evel pressure (shaded, hPa) swath map at each grid point, 6
hourly for 1979-2009 with an analyzed range of 904.1 — 1010.9 hPa
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Figure 3.4: MERRA maximum 98Pa wind speed (shaded, knots) at each grid peimu@y
for 1979-2009 with a maximum of 140 knots.
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Figure 3.5: Same as 3.4 except for one Northern Hemisphersemddn of October 1989
March 1990
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Figure 3.6: Same as 3.4 except for -2t level wind speed (shaded, knots) with a maximum
analyzed speed @51 knots
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Figure 3.7: MERRA cyclone climatology track density plot {55° bins) of (a) entire
lifecycle locations of all cyclones undergoing at least 10 hPa of deepenimgnaum of at least

1015 hPa, onday of longevity, and a normalized deepening rate of > 0.4 [27724 cyclones and
445496 track points] and (b) as in (a) except for cyclones that undergo explosive cycsogenes
defined as NDR > 1.0 (shading times 3 for display purposes) and (c) as in (b) but ftreonly
portion of the lifecycle during which rapid deepening is occurring (also shaded 8nfor
display purposes) [4140 global cyclone, 1960 Northern Hemisphere]
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Figure 3.8: MERRA [1972009] climatological density maps of cyclone phase space
parameters for all cyclones as defined in Figure 3.7a. (a) Hewelrthermal wind profile|
V'] and frontal asymmetr{B] and (b) Upperand lowerlevel thermal wind profiles-V/ 'y & -

V'.]. Similar to Figure 9 of Hart (2003).
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Figure 3.9: MERRA spatial density plots filtered according to cycloneepace thermal wind
profile parameters forall cyclone$ as definedin Figure 3.7a: (a) Locations of cyclone
positions defined as wargore from 906300 hPa inclusive-{Y Ty, -V'. > 0) and (b) Location of
cyclone positions defined as strongly colate throughout the 96800 hPa layer inclusive (

VT, -V <-200).
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Figure 3.10: Same as Figure 3.9 except for explosive cyclones as defined enFiguf{4117
cyclones]

68



Figure 3.11: Polar stereographic views of extratropical cyclone indivicdwgkistifor all cyclones

with a NDR > 0.75 color coded according to MSLP for the (a) Northern Hemesjire4 105]

and (b) Southern Hemisphere [n=5466] and all cyclones with a NDR > 1.33 for the (c) NH
[n=767] and (d) SH [n=513].
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Figure 3.12: Global extratropical cyclone individual tracks color coded accordiny!$h.P
(hPa) for storms exceeding NDR > 1.5 [n=652]
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Figure 3.13: Global extratropical cyclone individual tracks color coded according to MSLP
(hPa) for storms below at least (a) 940 hPa [n=1418, NH total n=110], (b) 930 hPa [n=401, NH
total n=25], and (c) 920 hPa [n=57]
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Figure 3.14: MERRA explosive extratropical cyclone frequency time seriesn@@th running
sums for 1972009: (a) Northern Hemisphere basins, blue (green) markers represent North
Pacific (Atlantic) (b) Global foeach hemisphere, blue (green) NH (SH), and (c) overall global

frequency
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Figure 3.15: MERRA histograms of explosive cyclone frequency and cumulativenpage
as a function of MSLP and frequency of longitude where the minimum MSLP occurslior ea
cyclone for the (a,b) Northern Hemisphere and (c,d) Southern Hemisphere
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Figure 3.16: MERRA Probability density function of deepening rates dothidrn Hemisphere
cyclones following the work of Roebber (1986) for (a) All cyclones exceealiNgPR > 0.25
and (b) explosive cyclones NDR > 1.0 from 1979-2009
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Figure 3.17: Lower level cyclone phase space thermal paramdter)as a function of sea

level pressure for all cyclones in the Northern Hemisphere that exceed zednddéiepening

rates of 0.25 for (a) and (b) and only those that exceed NDR > 1.0 for (c) and (d). The line plots
show the SLP at which a median trackmds warm core o£V'. > 0 (blue line) and the median

—V', value for each SLP increment of 2 hPa (red line). These are also shownysjratiad
density plots (b) and (d).
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Figure 3.18: ERA-Interim monthly measerived dynamic tropopae maps (2 PVU surface)
of potential temperature (shaded, K) and zonal wind averaged (contot)rfom&) DJF 1989
2009 and (b) JJA 1989-2009 MERRA and the corresponding potential temperature gradients (K

per degree of latitude) for (c) DJF and (d) JJA
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Figure 3.19: MERRA SH / SO individual cyclone tracks color coded according to Xé®lai
cyclones that exceed NDR > 0.75 for the (a) S ATL, (b) SIO, (c) SP and CoralcEegeogsis,
and (d) SW Pac basin
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CHAPTER FOUR

CLIMATOLOGY OF WARM SECLUSION EXTRATROPI CAL
CYCLONES

4.1 Local Edy Kinetic Energy Approach
4.1.1 Motivation

Harr and Dea (2009) employed local eddy kinetic energy (EKE) diagnostics to
investigate the outcomes of various extratropical transition (ET) events in éseeyV North
Pacific (WPAC) basin with focus on downstream baroclinic developments. Duyyhgdn
(TC) recurvature and/or ET, higimplitude Rossbwave response may extend to Rrear
hemispheric scales and influence the midlatitude circulation for many ddyese Targescale
circulation regimes have been identified to exhibit decreased forecastostilstream of the TC
transition event (Anwender et al. 2008).

Additionally, since the WPAC (and North Atlantic less so) sees frequmpitat cyclone
activity at the same time as intense baroclinic extratropical activity which maytbmpmfal or
nontopical origin, it is instructive to examine situations when TCs impact the doamstre
midlatitude circulation mainly in late summer and early fall. There are ganally active TC
periods with multiple or consecutive typhoons especially during El Nino falls such as 1997.
Conversely, the following La Nina year of 1998 saw very little WPAC typhoowitgctiThus,
the direct and indirect impacts of TCs on the midlatitude circulation at coincaentuture
times is an important problem for forecasting.

This situation may involve the westward propagation of a major typhoon at tropical
latitudes (equatorward of 20° N) and the subsequent or coincident warm seclusion baroclini
development with origination further north in the midlatitudes. A few exampglescdigures
4.14.3) include Typhoons Babs (1998), Kirogi (2005), Wipha (2007), and the trio of Luke,
Mireille, and Nat from September 1991. There are also many notable WPAC typhadons tha
explosively reintensified into warm seclusions after ET includiogpu (2003), Elsie (1981),
and Forrest (1989).

Here, a local EKE diagnostic focus is applied to select typhoons that undergedET a
reintensify into intense warm seclusions including Typhoons Forrest (198%9),(E¥1), Bavi
(2008), and Lupit (2009). In the continuum of possible ET outcomes, regardless if the cyclone
reintensifies after transition, the export of momentum, moisture, and heat poleWaeddes
the midlatitude waveguide immediately downstream which may have additional remote
responsesvell away from the transforming storm. As a recent numerical weather prediction
example, the case study of Typhoon Lupit from October 2009 is highlighted as a pdyticula
difficult system for operational forecasting models.
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4.1.2 Background and aproach

The processes by which cyclones and treudge patterns develop, intensity, and decay
have been diagnosed through local eddy kinetic energy [EKE] budget methods.p&hdatee
of upstream troughs and ridges for the dynamic development of s@tams especially in the
extratropics has been described as downstream development (Orlanski and K#Qkey
[OK91]; Orlanski and Sheldon 1995 [0S95]). OK91 initially surveyed a Southern Hemasphe
wavetrain associated with a surface cyclone near Antarctica and observed a sequence of
downstream trough and ridge growth and decay. It was found that baroclinic cameérsddy
available potential energy into EKE was the largest source and occurred with stengia the
warm sector of the cyclone. @wersely the largest sink of EKE involved the ageostrophic
geopotential flux divergence from one system often becoming a source or toigther adjacent
developing energy centre. The lack of topography anddaadsurface temperature contrasts
suggestd to OK91 than downstream development was a ubiquitous process by which baroclinic
eddies evolve and transfer their energy.

In a following study, OK95 posited a thretage process describing downstream
baroclinic development and the role of energy propagation between adjacent troughs and ridges
(Figure 4.4) associated with midlatitude synosiiale disturbances. Briefly, EKE west of a
ridge axis disperses or radiates downstream initiating the growth of aneegyeenter to the
immediate west of an if@ent trough. The initial EKE source matures during the intensification
of the trough and then later due to baroclinic conversion mainly through descentatdthé in
the wake of the downstream cyclone. This upstream center then becomes a sBWiEdaf
the adjacent or energy center east of the trough axis. This new center isvalgfalced by
baroclinic conversion due to ascent in the warm sector, matures, and provides a&&lkiEe
for the next center in sequence as the process repdatsy observational studies have found
that the role of downstream development in trough formation and intensificaticather r
variable depending upon the hemisphere, time of year, and coherence of the waveLjgack
and Held 1993; Chang 2000). A detailed summary of the downstream development process is
provided by Danielson et al. (2004) corresponding to a composite study of eastitriPakific
Ocean extratropical cyclones. Additional studies utilize the local EKE budgthodology
including McLayand Martin (2002), Decker and Martin (2005), Harr and Dea (2009), among
others in order to describe extratropical cyclone development including tvsleed with
transitioning tropical cyclones. Moore et al. (2008) also described Kona low genesis by
downstream development using a composite analysis technique and EKE and energy flux
diagnostics.

To develop the local EKE ordanalysis, it is necessary to develop timean quantities
of many variables from the reanalysis datasets (Chapter 3) incltrdingRAInterim and the
CFSR. With reanalysis datasets, it is important to note that the analysis is essangg
energetically consistent considering the impact of analysis incrementgtie data assimilation
procedure. The mean quantities are defined asdag&entered averages only on the synoptic
time to avoid diurnal contamination and capture the prevailing low frequency-Seatge
circulation pattern or flow regime. Vector (horizontal wind) and scalar quantére
decomposed into mean (4.1a) and eddy components (4.1b). The local EKE is defined in 4.2.
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From Orlanski and Sheldon (1995) and derived in detail in isobaric coordinates by
Lackmann et al. (1999) and McLay and Martin (2002), the time tendenky isf defined in
isobaric coordinates as
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The first term on the rigg hand side represents the work done by the pressure gradient in cross
isobaric flow and is a generation of EK(4.4) The term is decomposed into a baroclinic
conversion component and the geopotential flux convergence of EKE. When ver&gedlst

are appkd, the vertical flux convergence term becomes small over large re@&®5). The
horizontal component is the ageostrophic geopotential flux convergence vaG&r 4.5;
Orlanski and Sheldon 1993) and is not due to advection but instead the radiation or dispersion of
energy to another location. Ageostrophic geopotential fluxes are strongest ateupfseand

point downstream because of the supergeostrophic nature of winds thru the ridge and
subgeostrophic nature in troughs (0S95)
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4.1.3 Relationship with Occluded Structure

Decker and Martin (2005) applied local energetics diagnostics to the life ofde®
consecutive midlatitude cyclones that affected central North AmericacyElmme growth and
decay, it was found that the dominant terms involved were the baroclinic conversion and
geopotential flux convergence. The other terms including barotropic conversitionfrand
the residual were not found to be dominant. DMO5 fdsod that the AGF convergence was a
major source of EKE during the development stage of the trough and a major sink derring th
decay phase. Similarly, the baroclinic conversion was a dominant source ofllEKIg the
development stage while geopotential height fluxes served as major sinks.

From OK91, in an examination of the SH wave train and the occluded structure of the
wave during its mature phaéshen the poleward heat flux reached a maximum amp)ituie
ageostrophic fluxes also become very laagd on the downstream side of the EKE ceatet
were strongly divergent. Farther downstream, again the AGF became converggetirg
development of a new energy center. McLay and Martin (2002) in an examination of north
Pacific cyclolysis or wave decaypund an unusually pronounced decline in baroclinic
conversion occurring simultaneously with the intense radiative dispersion downstidaus,
the rapid decay of the surface cyclone was triggered energetically Hieompper troposphere.
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Thorncroft et al. (1993) demonstrated the effect of added barotropic meridional cyclonic or
anticyclonic shear on areaveraged EKE evolution of baroclinic waves in 3D primitive equation
spectral model on a sphere. The LC2 or cyclonic shear case saw largeramesemstent EKE
values than the LC1 (anticyclonic), though defined as no-shear case in Shapiro et al. (1999)

The role of radiative dispersion as a principal sink of EKE implies that a stibkta
fraction of EKE originally associated with the primaryclone remains in the flow. Highly
uniform and faireaching downstream AGF implies that the EKE dispersed from the decaying
cyclone may be important for subsequent development in distant regions. The decline in
baroclinic conversion is exceptionally abtugnd the extent of the curtailment in baroclinic
conversion especially efficient in reducing the magnitude of the EKE on theneisl
downstream flank.

4.1.4 EKE Hovmueller diagrams

From the introduction and discussion of downstream development and usage of EKE
diagnostics, the progression of dynamical features in the midlatitudes isveffedisplayed
with Hovmueller diagrams of vertically averaged I&titudinally averaged between 460° N
(Figures 4.54.7). Using ERAInterim reanalysis prodig [available prior to release of NCEP
CFSR in May 2010], two late summer/early fall or tropical cyclonevaceasons are selected
from 2004 and 2008 each from SeptemberNlovember 30. The summer and fall of 2004 were
particularly active in the WPACnhi terms of typhoon frequency with many recurving and
extratropically transitioning storms. There are several sequences of obviounstréawm
development or Kcouplets including the week after September 16, 2004. Other examples are of
course prevalent and further research could develop a climatology of Kesespod C activity
or the lack of it over the North Pacific.

Without recurving TCs, it is more likely that the midlatitude circulation would not
experience the anomalous degree of baroclinic activity especiallygdilménlate summer and
early fall when the uppdevel jet is weaker and further north than during winter (Harr and Dea
2009). This mechanism of poleward momentum and moisture export out of the tropics may
provide a connection betwedhe Pacific basin and the North Atlantic modulated by the
dominant lowfrequency climate. For reference and comparison, a winter season is chosen from
2008 to highlight the frequent baroclinic development in both the North Pacific and Atlantic
(Figure 4.7. There are also clear periods of activity and inactivity that would beynicel
discerned from future climatological examination.

4.1.5 Energy flux vectors of warm seclusion

At maturity, warm seclusions are vigorous kinematic features with extremes win
throughout the troposphere configured around various frontal and jet structures. From 84.2.2,
these centers of &serve as sinks and therefore sources ofoK downstream cyclones which
will continue the process (Orlanski and Sheldon 1995). Energyvidaxorsand vertically
averaged Kare shown for three warm seclusions of October 1998, February 2008, and October
1989 in Figure 4.8 using NCEP CFSR data. A large scale view of a very strong egt@torw
wavebreaking episode from December 1997 is shown in the following Figure 4.9. tReom
cases chosen, there is considerable variability in the magnitude of the weaieakhged Kas
well as the configuration of the upgewrel wave guide. Regardless, the poleward and northeast
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flank of the warm seclusion has the strongest Ke due to the intense meridional aomalie
momentum. The largescale view of the cudff low from December 1997 is indicative of the
dramatic equatorward energy flux and equally impressive poleward flux over ttreeasar
Pacific. The baroclinic term& 3 ) LeJ&10) shows vigorous contribution to the due to
ascent in the warm sector of warm, moist air leading to consequent convectiatesndéat
release. Future research will build upon the baroclinic conversion term (4.4) aaswbk
ageostrophic ggotential flux convergence (4.5) associated with the warm seclusion ldecyc

4.2 Typhoon Lupit (2009) Case Study

Lupit formed from an area of disorganized deep convection east of Guam on October 14,
2009 and slowly translated westward as it intensified, and briefly threateneditippifes
before recurving to the northeast toward the Kamchatka Peninsula. While nte$ata
damage was reported, Lupit is interesting due to the considerable NWP opkdaterainistic
forecast difficultes prior to the recurvature and extratropical transition (ET). JTWC opeiationa
advisory positions issued on 21/18z (Figure 4.11a) for the followinght@6s indicated a slow,
southwestward drift into Luzon for Lupit. A similar forecast scenario on 22/18aré~#§11b)
hinted at recurvature late in the 1BOur warning position. The forecast positiownldys later
was still south of 20° N while the actual or verifying position was 45° N. As NWP meda
increased confidence in the recurvature and Eogmosis, the forecast markedly improved to
closely match the actual track as shown at 24/18z (Figure 4.11c).

IR satellite imagery (Figure 4.12) highlights the impressive ET of Lupit endaep
convective cloud head spread over Japan. A very thin trailing cold front followed which is
characteristic of a powerful LG&pe baroclinic development. As Lupit accelerated poleward of
45° N, a deep anticyclonic wadmeaking episode occurred immediately downstream. On
October 27, at the tail end of xpit's weak trailing front, Typhoon Mirinae was slowly
gaining strength on its westerly track.

4.2.1 ECMWF and NCEP GFS forecast uncertainty

As discussed, forecasting TC recurvature is often difficult along with pireglithe
impacts upon the midlatitle circulation. The goal here is to visualized and diagnose the
forecast uncertainty with a variety of metrics complimentary to the EKE ditigao First, a
sequence of dynamical tropopause (DT, 2 PVU surface) potential temperatgastomaps
from the ECMWF deterministic model demonstrates cyoleycle uncertainty in the evolution
of Lupit (Figure 4.13). Each forecast verifies at 27/12z (analysis Figure) 4t8fthe DT
analysis with MSLP contours clearly shows a powerful extratrogitahsitioned TC at 45° N
(955 hPa central pressure) and equatorward wavebreaking just east of 180° E. Companion 850
hPa wind speed maximum swath maps are generated for 180-hours forecastsA(E@ur

ECMWE forecasts at 21/12z, 22/12z, and 23/12z do not imdiesdurvature of Lupit
while the cycles at 22/00z, 23/00z (not shown), and 24/12z closely match the analysis at 27/12z
(verifying time). In the cases without ET/recurvature, the typhoon renmesar 2025° N and
two weak downstream extratropical cyclor@s in the midlatitudes. With the failed forecasts,
Mirinae was not developed.

The GFS forecast DT potential temperature maps (Figure 4.15) similadyw s
uncertainty associated with the ET of Lupit. Interestingly, the incorret2Hnd 23/00z GFS
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forecast scenarios match the synoptic situations in the ECMWEF 21/12z and 23/12z tyees
corresponding NCEP CFSR 850 hPa wind speed swath (Figure 4.16a) and snapshot at 27/12z
(Figure 4.16b) show maximum winds exceeding 110 knots while in a mature walusien
state.

For reference, the cyclone phase space diagrams (Hart 2003) for two dif&fiag
scenarios on 21/12z and 22/12z show the very significant lifecycle evolution dispagiye(
4.17 a,b). The CFSR track of Lupit is show in Figure 4.17c as the analysis positions antl therma
/ frontal structure. While the track is closer to reality in the 22/12z cycle, thesity at
maturity is 938 hPa, about 15 hPa lower than the analysis at maximum intewsggt(MSLP).

4.2.2 EKE diagnostics, energy flux

Using conventional diagnostics as shown in 84.3.1 are helpful fot@a@&sse synoptic
dynamic understanding of the forecast uncertainty, EKE diagnosticssaresaful in showing
the dominant energy fluxes associated with Lupit. Energy flux vectors argpsspeé upon
vertically averaged Ke for two NCEP GFS deterministic forecasts at 21Fifird 4.18a) and
22/12z (Figure 4.18b) verifying at 27/12z. The NCEP CFSR is used for the backgredag 28
mean circulation or background state. As dlerall K. is significantly reduced in the ndaT
scenario [21/12z forecast], it is striking the magnitude of thenkhe ET case and the high
amplitude of the uppdevel waveguide associated with the wavebreaking and downstream ridge
growth.

Questionsto be addressed include the source of the forecast error in each operational
deterministic model, the dynamics associated with this particular case afapita transition,
and the downstream midlatitude impacts. The new CFSR product closely miuieh&§S
deterministic analysis at 27/12z (Figure 4.19) and is a useful tool for argbmzeérgy flux using
a frozen model during the past-g@ars, which may be helpful in diagnosing particular model
deficiencies. Mesoscale model simulations using WRGF the CFSR boundary and initial
conditions and PV inversion or surgery techniques may elucidate upon the role of Lupit or the
environment in the recurvature event. Furthermore, as the case is relatoesty, idavy
NOGAPS adjoint sensitivity and observational impact studies may yield ifdigbhclusions.

4.2.3 Large scale environmental thermal structure

From the cyclone phase space climatology in Chapter 3, it was demahghattearm
seclusions are thermally warm core at least at ldexerls and possibly at uppkvels
depending upon the height of the tropopause. However, with the prevalence of tropopause folds
and other cyclone structure, the single vertical profile extendingkBO@&rom the cyclone’s
MSLP minimum does not directly provide information about the large scale environiitieint w
which the storm is embedded. Instead of focusing onttensenter’s profile, thermal profile
parameters are calculated at each grid point out to &Ofadius and assembled into maps
with other atmospheric diagnostics.

Continuing with the case of the ET of Lupit (October 2009), the ulepet thermal
phase profiles {V1"] are calculated for 21/12z and 27/12z (Figure 4.20) from the CFSR. 250
hPa wind speed contours are superposed for referencing thelexgiget. While TCs are not
particularly well resolved in reanalysis products (c.f. Chapter 7; NMadeHart 2007), Lupit’'s
upperievel warm core is strong within the tropical environment south of the confluent upper
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level jet at 21/12z. The jet is characterized by winds exceeding 7inntise core off of Japan.
V7" values of-400 to -500 are chawderistic of very favorable coldore or baroclinic
environments.

After ET at 27/12z, the entire midlatitude circulation has changed from a zoaighs
oriented jet to a high amplitude pattern with intense equatorward wavebreakmbupit's
warm corealoft is indeed a reflection in the 6800 hPa calculation of the descending
tropopause fold. Surrounded on the flanks, a baroclinic environment associated with the
poleward extension of the jet envelops the upgeel warm core and the warm sector,iebh
has a much higher tropopause. Fwg" parameter is intensely celbre along the downstream
jet which has intensified to near 100 hrall the way to the Pacific coast of North America. It is
clear that the ET of Lupit contributed greatly to theireneastern North Pacific becoming
strongly baroclinic at uppdevels.

This tool is also helpful in diagnosing overall upperel thermal structure in forecast
situations. Going back to the GFS forecasts of Lupit, the environmental theutlrstrd the
nonET cycle [21/12z] is markedly different than the ET cycle [22/12z] (Figure 4.21deed
while both forecasts demonstrate downstream baroclinic structure with a jgtroing phase or
amplitude is significantly different. In the first cyctBe symmetric warm core of Lupit does not
suggest significant direct interaction with the midlatitude jet.

From a climatological point of view, two additional cases are shown including Typhoon
Forrest (October 1989) and a strong February 2008 Nosdbhifi® warm seclusion.
Demonstrating that very rapid thermal structure changes associatedvatidEvarm seclusion
development, Forrest dramatically increases the scale and strength of itdeupperarm core
in a 6hour span from 29/18z to 30/00z dieextreme tropopause folding which is necessarily
related to stratospheric dry and stable air (Figure 4.22 a,b). Even though ictlzter&imilar
to Lupit (2009), the North Pacific midlatitude circulation is not as vigorouslyg-eore or
baroclinicdue to the lack of a powerful downstream jet. The North Pacific February 2008 warm
seclusion at 12/18z (Figure 4.22c) shows an intense example of a zonal jet extendsthacros
dateline. Future research will focus upon the wbpezl thermal structure, the relationship with
the upper-level jet, and tropopause potential vorticity anomalies.

The environmental thermal profiles can also be calculated in the lower tropospinere fr
900-600 hPa representing th&/1- cyclone phase space parameter (Hart 20@3sequence of
environmental —¥- for the Feb 2008 storm as introduced previously is included with MSLP
contours (Figure 4.23). At 10/00z, a preceding warm seclusion is northeast and dowo$tae
developing baroclinic zone and incipient wave centered at 25° N, 140° E. Behind the mature
cyclone, where secondary cyclogenesis is generally favored, the timpesphere is strongly
cold-core and baroclinic. It is in this area that the rapidly intensifying incigi@me moves and
reaches 974 hPa at 11/12z. Finally, at maturity (940 hPa), the warm seclusion hasaedpolew
flank and central core of strongly warm core thermal structure (12/00z, Figuré. 44 8amilar
lower-level baroclinic zone trails the warm seclusion behind its cold front for thamesptent
wave in the sequence.

4.3 Lorenz (1955) Energy Diagnostics

As described in Norquist et al. (1977), the equations first derived by Lorenz (1955) are
appropriate for investigating the growth of wave energy with notation providellugnch
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(1965). The following equations (4467) describe the time rate of change of eddy kinetic
energy and eddy potential energy. Thus,

\ME

Ce G BKg B D
4.6

& CA C:E GE BAE
4.7 W

where ke is the eddy kinetic energy,cAhe eddy available potential energy e conversion
of eddy available potential energy to eddy kinetic energyth€ conversion of zonal available
potential energy to eddy available potential energy tarsdtime (see Appendix for detailed

definitionsof each term). The other terms includiRe' B/ BA: Berepresent boundary fluxes
of energy and the dissipation by frictional dissipation. For limited area ememett take into
account the energy transports across lateral boundaribs. additional terms are boundary
fluxes of energy and dissipation are not explicitly calculated (see appafiidiahab et al. 2002
for detailed derivation of the above boundary and dissipation terms).

Ge represents the generation (or dissipation) of edaylable potential energy by heat
sources and sinks. The convention of signs mears idsitive (gain of eddy KE at the expense
of eddy potential energy) when warm air rises and cold air sinks arah€ G, are positive
(increases in eddy energy at empe of zonal) when the eddy momentum and heat fluxes are
down the mean momentum and temperature gradients (Reiter 1969). The conversion ratio
Ge/Ca effectively diagnoses differing dynamics associated with long baroclave and
diabatic Rossby vortex (DRV) structures (Parker and Thorpe 1995; Moore and Montgomery
2004) with a ratio << 1 typical for a long baroclinic wave and ratio >> 1 folR¥.D The
diabatic heating is calculated using the residual method as follows from Meunch\{@d®6&H)e
convention variable definitions (4.8).
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4.3.1 Motivation

Recent studies have utilized Lorenz (1955) energetics calculations to coinaited |
area energetic diagnostics of various cyclone developments. Moore and Montgeiiey, (
2005) [82.3.3] build upon the approach of Parker and Thorpe (1995) and Moore and
Montgomery (2004) to investigate diabatic Rossby vortex structure using tlyy eoerersion
terms of the right hand side of the diagnostic eddy available potential g@d?§) equation
which expresses the time rate of change of eddy KE and APE. MM@timconclusions
suggests the use of Lorenz energy diagnostics with other applications inclugiogive
cyclogenesis, extratropical transition of tropical cyclones, and eastaxles. This motivates
the use of these diagnostics to understand thendomlifecycle energy conversion mechanisms
at initial and mature stages of warm seclusion development.
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A larger scale environmental Lorenz energetics approach was also ethfgayescribe
the tropical transition of South Atlantic hurricane Catarir@0@ off Brazil (Veiga et al. 2008).
Time pressure crossections over lifecycle of conversion terms found that Catarina’s TT linked
to appearance of an upgewrel warm core which occurred as a sudden and profound change in
the environmental energy cydering the early stages of development. The environmental box
approach facilitates diagnosis of the evolving background circulation which providesyhegpl
field for the vortex or ideal conditions for development. The large box approaclyesenseia
considerable domain and many not necessarily reflect dynamics at the vortexuscatdead
diagnose the large scale energy budget with key information about environmenitad) forc
mechanisms quantitatively demonstrating the environment’s participafionanalogous study
by Pezza et al. (2010) for an October 1992 baroclinic storm affected Nome, Adaskiat was
heavily influenced by interactions with a blocking high.

A more vortexscale sized domain of 10° radius is used here and centered wpon th
feature of interest as in the case of Galarneau et al. (2009) for-AMetgnesoscale convective
vortex. Their work also followed the methodology outlined in MMO0O5 and Conzemius et al.
(2007), and used hourly data to calculate the diabatic heatedQpato avoid computational
residuals. Vertical integrals are calculated over the atmospheric layer b&&@fand 150 hPa.

4.3.2 Time series of energy and conversion terms

Time-pressure section of thegkand K; terms are calculated (Figure 4.24) frdrourly
NCEP CFSR data for the Feb-18, 2008 North Pacific warm seclusion analyzed earlier (c.f.
cyclone phase space Figures 3.2 k,I). As the calculation is centered upon the vorek0Sut t
radius, the uppeevel jet shows prominently in thezkat initial time through 12/00z when the
cyclone becomes wargore at lowetlevels and more symmetric according to the cyclone phase
space B parameter (Figure 3.2k). The mean or zopas Klearly strongest at jet level and
increases with height typical of favorable baroclinic/midlatitude environment. The K
maximizes at the time of cyclone maturity at all levels at 12/12z. However, with theiintef
the lowerlevel bentback warm front and flank of hurricane force winds, higher KE first shows
up between 80900 hPa at 12/00z in the midst of the rapid intensification (RI) or pressure drop.
The midlevels [506B00 hPa] k is about twice that of the lowdgvel and remains for at least
36-hours past 12/12z while the lowexel weakens.

Time-pressure sections of the eddy baroclinic, barotropic, and dialmetv@rsion terms
are calculated from CFSR data for the same cyclone (Figure 4.25). The eadtippia
conversion & (Figure 4.25a) behavior reveals relatively small contribution until the taibénd
the RI after 12/12z when a strong negative component begins aloft indicative of an environme
favorable for barotropic eddy growth. The input of momentum by eddy flux convergence
through jet interaction and tropopause folding in a manner described by Molinari ant Volla
(1989) is a potential dynamical ntemism. The change of the sign of © strongly positive
during and after the occluded stage at all levels is suggestive of eddy decéaresfer of
energy back to the mean state.

The baroclinic conversion termsa@nd G (Figure 4.25 b,c) both showonsiderable
maxima centered on 12/00z in the midst of RI. The conversion te(fidlire 4.25c) , or zonal
APE to eddy APE is most readily accomplished by diabatic mechanisms sleferdsheat
release as described in 2.3.5 with positive PV anomaly generation below a heagtincinise
case intense convection associated with the cyclone (Raymond 1992). Indeed, the diabat
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generation term G(Figure 4.25d) is maximized between 58@0 hPa suggesting strong mid
level latent heat release. The near swgfar boundary layer £conversion values are likely
associated with the vigorous convection surrounding the cyclone during RI.

4.3.3 Time series of vertically integrated conversion terms

Baroclinic and barotropic conversion terms are verticallggrated from 92850 hPa
and plotted with MSLP for eight different explosive warm seclusion events €#g26). The
individual cases are selected from the climatological storm track database descgB&dwith
two from the North Atlantic and six fro the North Pacific. Each storm is an example of a warm
seclusion that underwent explosive development or dropped at least 24 hPa in 24 hours. Six
hourly temporal resolution CFSR data are used for the calculations. Sgreenkarities from
the chosen cases include that the magnitude,as @t least twice that of LCand maximizes
during and just after RI, CK is also much smaller and often near zero orveegai all terms
approach zero in the period after minimum central pressure is reached.

However, there are clear differences in the magnitudes of each term prior to aed in t
early period of intensification. The October 1998 and December 2004 cases involve the
incipient cyclone having significantly larger baroclinic conversion valuesitalitimes as
compared to the rest of the cases which start out with near zero conversion termsit Thus
remains a topic of future research to understand the differing time seriestehstias and
associate it with environmental factors which may be related to the intensisyracdire of the
mature warm seclusion. Further research would involve composite structure tadorapid
intensification trajectory of a larger selection of warm seclusions. Ana#ipect of the initial
stage of development iglated to the conversion ration of @& Ca and the relative importance
of diabatic processes compared to those typically found with long baroclinic waigese 4.27
demonstrates the increased importance of eddy diabatic conversion at thengegiififecycle
with decreasing albeit wavy structure thereafter (possibly due to the ianalgsement
procedure of the CFSR).
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Figure 4.1 ISCCP GIBBS infrared [ch4] imagery for the following tropicalanes (a) Betsy
(GMS-1) October 3, 1981 03:32 UTC (b) Forrest (G8)SOctober 29, 1989 20:31 UTC and (c)
Babs (GMS5) with a companion warm seclusion on October 25, 1998 23:30 UTC.
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Figure 4.2 ISCCP GIBBS infrared (ch4) imagery from MTSAT-1R reptasg Typhoon Kirogi
(2005) and midlatitude extratropical cyclone at (a) Oct 12, 23:32 UTC and (b) Oct 13, 23:32
UTC.
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Figure 4.3 ISCCP GIBBS infrared [ch4] dite imagery for (a) Sept 22, 1991 08:32 UTC
showing extratropically transitioned Luke and Typhoons Nat and Mireille, and {i)odn
Wipha and downstream warm seclusion at September 17, 2007 17:32 UTC.
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Figure 4.4. 3stage baroclinic downstream development conceptual model from Orlanski and
Sheldon (1995) their Figure 3.
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Figure 4.5: Eddy kinetic energy hovmueller [40° N latitudinal average] [shaded x°10nf]
for September 1 — November 30, 2004
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Figure 4.6: Eddy kinetic energy hovmueller [40° N latitudinal average] [shaded x°10nf]
for September 1 — November 30, 2008.
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Figure 4.7 same as Figure 4.6 but for JarFeb-28 2008.
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Figure 4.8 Energy flux vecto(seference vector 20/m™) and vertically averaged Ke [10m
?] for warm seclusion cases on the following dates (a) Oct 26, 1998 00z (b) Feb 12, 2008 12z (c)
Oct 30, 1989 00z.
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Figure 4.9 same as Figure 4.8 but for larger-scale view at Dec 12, 1997 12z.
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Figure 4.10 Vertically averagd€ generation resulting from baroclinic conversion (contours; W
m' ) and ageostrophic geopotential flux vectors (reference vectow ' ) for February 2008
storm at (a) 10/00z (b) 10/12z (c) 11/00z and (d) 11/12z.
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Figure 4.11 JTWC operational forecast warning/advisory maps for Typhoon Lupdb@dc
2009) at (a) 21/18z, (b) 22/18z, and (c) 24/18z.
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Figure 4.12 Infrared satellite imagery for the extratropical triansof Lupit (2009) [shaded,
°C] at (a) 26/11z, (b) 26/17z (c) 26/23z, (d) 27/05z, (e) 27/11z, and (f) 27/17z. Data from the
GRISAT.
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4.13 ECMWF operationateterministic forecasts of dynamical tropopause [PT2 PVU
surface] potential temperature [shaded K] and MSLP [black contours each 2 hBahyexi

10/27 12z with initial forecasts at (a) 10/21 12z, (b) 10/22 00z, (c) 10/22 12z, (d) 10/23 12z, and
(e)10/24 12z, and corresponding analysis at (f) 10/27 12z.
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Figure 4.14 Typhoon Lupit (October 2009) ECMWF deterministic 850 hPa wind speed swaths
[shaded, knots] for 180 hour forecasts initialized at (a) 21/12z (b) 22/00z (c) 22/12z (d) 23/00z
(e) 23/12z and (f) 24/00z.
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Figure 4.15 same as 4.EXcept for NCEP GFS deterministic model verifying at 27/12z for
forecasts initialized at (a) 21/12z (b) 22/12z (c) 23/00z (d) 23/12z and the correspondysig anal
at (e) 27/12z.
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Figure 4.16 NCEP CFSR 850 hPa reanalysis wind speed (a) swath [shaded, knots] for period
10/21 12z- 10/29 00z 2009 and (b) snapshot at 10/27 12z for extratropical transition of Lupit
with reanalyzed MSLP of 954.6 hPa.
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Figure 4.17 Lupit (2009) cyclone phase space diagrams (Hart 2003) for NCEP @¢&toiof
144-+hours initialized at (a) 10/21 12z and (b) 10/22 12z with the corresponding NCEP CFSR
reanalysis from 10/15 00z to 10/30 00z.
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Figure 4.18 NCEP GFS (October 2009) deterstin forecasts of energy flux vectors (reference
vector 1 Wm™) and vertically averaged Ke [10m?] for (a) 144 hour forecast initialized at
21/12z verifying at 27/12z and (b) 120-hour forecast initialized at 22/12z verifyRi¢/Ez.
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Figure 4.19 Same as Figure 4.18 but analysis comparison at 10/27 12z between NOESR(a) C
reanalysis product and (b) GFS deterministic model analysis.

112



Figure 4.20 NCEP CFSR (October 2009) lasgale environmental uppvel [600300 hPa]
cyclone phas space parameter [shaded;” scaled x 10] and 250 hPa wind speed [black
contours, every 10 riat (a) 10/21 12z and (b) 10/27 12z.
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Figure 4.21 same as 4.20 except for NCEP GFS operational forecastngeafyi0/27 12z for
initialization at (a) 10/21 12z and (b) 10/22 12z.
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Figure 4.22 same as 4.20 for NCEP CFSR representing the ET of Typhoon Forrest ({289) at
10/29 18z and (b) 10/30 00z and extratropical cyclone of 2008 at (c) 02/12 18z.

115



Figure 4.23 NCEP CFSR largeale environmental lowéevel cyclone phase parameter [900
600 hPa] [shadedV- x 10] and MSLP [black contour, every 2 hPa] at (a) 02/10 00z (b) 02/11
12z and (c) 02/12 00z.
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Figure 4.24 Time pressure sections of (a) KE and (b) KZ for the Febru&k$, D08 warm
seclusion. The units@rl@® J/nf (100 hPa}.
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Figure 4.25 Time pressure sections of (2)(K) Cz (c) Ca and (d) G for the February 1Q3,
2008 warm seclusion. The units are (100 hPa}.
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Figure 4.26 Time series of vertically integraf®@5-150 hPa] conversion terms gQCa, Ck;
units W m?) for the warm seclusions during the time periods [evenpirs] associated with the
following lifecycles, and MSLP (hPa) on the secondary axis (a) Jan 19, 1990 (b) Jan 3@)1995
Oct 24, 1998 (d) Feb 18, 2000 (e) Jan 29, 2002 (f) Dec 24, 2002 (g) Dec 28, 2004 (h) Feb 10,
2008.
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Figure 4.27 Time series of vertically integrated [9Z® hPa] G/Ca conversion ratio for
February 1613, 2008 North Pacific warm seclusion for a 72-hour period, eachtralinate).
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CHAPTER FIVE
WARM SECLUSION STRUCTURE AND MODELING

5.1Warm Seclusion Cyclone Structure

5.1.1 Introduction

The presence of an upper tropospheric treble clef PV signature serves as a tsufficien
condition for asserting the presence of a warm occluded thermal structure in thiyinmder
troposphere (Martin 1998). The production of this treble clef PV structure depends upon
development of the notch of low PV. The notch development, in turn, depends upon tropopause
level PV erosion via diabatic heating (in the form of latent heat releatied bccluded quadrant
of the cyclone.

Martin (1998) is quoted here: “lthe open wave stage of the cyclone life cycle,
significant ascent occurs in the near vicinity of the SLP minimum, which locatéd jus
downstream of an upper tropospheric PV anomaly. Given sufficient moisture, thig asce
produces clouds and precipitation and release of latent heat which, in turn, serves theerode t
upper tropospheric PV. Persistent diabatic erosion of upper tropospheric PV faroishe in
the upper tropospheric PV structure which, coupled with the eastward progresdioa o
upstreamidge, initiates the isolation of a lelatitude, uppetropospheric PV maximum. The
circulation associated with this feature then begins to contribute to negatien@dncies in the
developing notch via negative PV advection, further isolating thddttude PV maximum and
accelerating the cutoff process. In the underlying troposphere the responsalévélopment
of the upper tropospheric PV minimum in the notch is the simultaneous development of an
isolated, warm, weakly stratified column of aBased along the near surface thermal ridge, this
column slopes poleward and westward and its axis is identically the trowel, dbetigs
structure characteristic of the warm occlusion.”

The production of lowetropospheric PV and accompanying destruction of upper
tropospheric PV is precisely the sufficient condition for production of a warm occlodeddl
structure in the underlying troposphere. Posselt and Martin (2004) concludedythaealized,
adiabatic cyclone simulation would have a shaltmgluded structure, not a tropospheteep
trowal structure.

5.1.2 Warm core strength

The strength or magnitude of the warm core of a cyclone can be measuredi@tyaofar
ways depending upon the dynamical mechanisms one wants to diagnosemplast sipproach
is to conduct an anomaly calculation of a direct analysis of temperaturasuch, g, etc.
which may be readily provided by a gridded reanalysis dataset. The anon@aliatcai
procedure may be implemented using zonal or areal naamse time instance or snapshot as
well as temporally averaged examples.
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In the warm core or mature stage of the lifecycle, extratropical cyclones aaetehaed
by a PV tower that is analogous in structure to the central core of a tropicateykelowever,
the barotropic structure is surrounded by relatively highly baroclinic envinnout of which
the extratropical storm explosively evolved. The height of the tropopause, typieatiending
on the “cold side” of the extratropical cyclone to middle tropospheric levels (G@d@MPa)
limits the height of the PV tower and the warm core. With a tropical cyclone,aha vore
extends well into the upper troposphere to the very-high tropical tropopause (~150 hPa).

The cyclone phase space diagiusstieveloped by Hart (2003) (83.2.8) use thermal wind
balance, geostrophic wind, and the hypsometric equation (e.g. Hirschembergitach 1993)
to objectively analyze the tilting of the height field at regiderval isobaric levels. The tilting
is measured by considering the change in height on a constant isobaric level wgfkiena
radius surrounding the minimum s&@HYHO SUHVVXUH ORFDWLRQ $ SURILO
the boundary layer to the stratosphere. For objectivity purposeslassvsahpler interpretation
in plotting of cyclone thermal structure trajectories, Hart (2003) caésikalinear regression of
WKH VORSH RI WKH 0= SURILOH RY H W0W/ PR addxboB00 WP&R IAHT XD O
5004«m radius was chosen to encompass the convergent circulation of a given cycloreibut thi
likely a function of latitude, basin, time of year, and background environment.

The objective technique of Hart is presented as a starting point for anatyzinge core
thermal stucture. Depending upon the cyclone chosen, tropical or extratropical or hybrid, the
cyclone’s warm core “size” or radius may indeed increase (decrease) with helfgitexceed
(not exceed) the radius threshold chosen. Another consideration must be the seepradysi’s
representation of thcyclone thermal core which may not have an intense warm core as finer
scale modeling results (e.g. tropical cyclone resolution in reanalysis proseetdanning and
Hart (2007) and Maue and Hart (2007)). An option could be to allow the radius to be variable
ZLWK KHLJKW EXW WKH FDOFXODWLRQ RI WKH NOR3%HKRW KNHK
FROXPQ 7KXV WKH 0= G OQ S FDOFXODWMWKR Y HVYWUW\AD® \H[Q/H
warm @re. The simplest definition is the isobaric level at which the derivative firagekasign
to signify coldcore structure.

Consider the example of the North Pacific extratropical cyclone during Fgli20@8,
which will be namedEvelynfrom here on through the rest of the discussion for illustrative
purposes. Using a 5@0n radius and the MERRA-Bourly model resolution fields, Evelyn
reaches a minimumse@ HYHO SUHVVXUH RI K3D DW = RQ )HE 3
In P profile, the ivW OHYHO DW ZKL¥Ede struchite 52450 RRaCaBd becomes
progressively colgore above. Thus, a reasonable hypothesis would be that the tropopause has
descended to near that level.

5.1.3 Tropopause level structure

The dynamic tropopause (DT) is calculated by iteratively finding the canz@nu
surface, calculated from the top of the column (50 hPa) téeseh(82.3.2) from NCEP CFSR
data for four times including 11/12z, 12/00z, 12/12z, and 12/18z. At 11/ifin€F5.1a), the
MSLP minimum or center of Evelyn is preferentially located at the edgleeofidlatitude jet
and the sharpest DT potential temperature ([p@radient, which is zonally oriented. Twelve
hours later (12/00z, Figure 5.1b), while Evelymapid intensifying, the MSLP center is located
at the tip of the “treble clef” oriented structure of the Ddnd significant downstream ridging is
apparent behind the previous powerful warm seclusion located in the Gulf of Alaska. Th
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occlusion process is complete at upleels during the next 128 hours (Figure 5.1 c,d) with
the DT cyclonic rollup apparent and the MSLP center located directly beneath. B@ammst
Rossby wavddreaking is also present over the Hawaiian Islands, expected with the yttong
typical LC-2 typeEvelyn

The DT pressure level distribution and DT wind arrows (Figure 5.2) cleariyedéts
the various airstreams present in a powerful, mature warm seclusion cyclamgnigche cold
conveyor belt, dryntrusion, and warrtonveyr belt (Harrold 1973). The DT winds are
strongest where the DT pressure gradient is sharpest as expected fregeqsasphic theory
and thermal wind balance. The jet speed maxima are closely aligned with the DTepressu
gradients at uppdevels. Fom the location of the storm center (c.f Figure 5.1 MSLP
minimum), it is apparent that it exists on the tip of the cyclonic treble clef and tkemés
directly underneath the center of the DT cyclonic rollup. At the final thi2@8z, Evelyn’s
mature gtucture airstreams are clearly apparent with the quickly descendyngntdusion,
ascending warm conveyor belt, and fanning «mdveyor belt. A TROWAL or trough of warm
air aloft represents the very sharp gradient forming the head of the “whale’s”nbeuading
backward into the cold air. This is similarly displayed in isentropic surfealgsas of the 325
330 K layer (Figure 5.3) including potential vorticity (PV), wind speed and vectors.

To examine additional kinematic and moisture charactesisif the tropopause level
flow, the wind components as well as relative vorticity and relative humidity e a
interpolated to the DT (PVU surface) and attendant pressieneel for 12/18z. From the
relative vorticity on the DT (Figure 5.4a), the strong cyclonic signaturehefrollup or
tropopause depression (Danielson et al. 2004) near the cerfieelghis surrounded by the
weakly anticyclonic character of the conveyor outflows. The dry intrusion eedran the
center of Evelyn is delineated lvery low RH values less than 10% which is distinctive of air
with a history of descent from the stratosphere and upper-troposphere (Figure 5.4b).

From the 506&km radius CPS diagnostics (Table 5.&Eyelynbecomes strongly warm
core at loweilevels prior to tropopause depression finishing its stacking suggesting that the
seclusion process occurs at lov@rels first and the betack warm front formation heralds the
“grabbing” of the tropopause fold, which foments the removal of vertical shearaaotidpic
stacking of the system. This is a very fast process on the order2ofiéurs. Since the storm is
tilted, the frontal parameter B is highly positive signifying a strongbytal or asymmetric
lower-level structure (Figure 3.2k).

As a counteexample of the L€l type lifecycle, the extratropical transition case of
Typhoon Lupit (October 2009) discussed in Chapter 4 is examined using similar DT level
diagnostics (Figure 5.5) &velyn The uppetevel flow is considerably different in the case
Lupit with a narrow cyclonic rollup and anticyclonic wavebreaking near themgaenter and a
very impressive downstream equatorward Rosg@yebreaking episode reaching into the
tropics near the dateline.

5.2 Mesoscale Modeling of Warm Seclusn Structure

From the conceptual background material and climatological distribution oh wa
seclusion and explosive extratropical cyclones, there are still open quebtomshe dynamical
mechanisms responsible for the rapid waone development andvolution of the lower
tropospheric extreme winds on the equatorward flank. While reanalysis dat@sstsficient
for synoptic scale studies of much atmospheric phenomena, they currently lackpbeateand
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spatial resolution necessary to resolvertiesoscale factors interacting during the juxtaposition
phase of upper and lower potential vorticity sources. Thus, approximately 30 neesosdal
simulations were proposed using the reanalysis data as initial and lateral lyarordhtions in
order toperform hindcast experiments of a multitude of explosively developing @it
cyclones that evolve into warm seclusions in the Northern Hemisphere. Thesethindzdd
range from 7296 hours in order to capture the genesis, rapid deepening,aacerstage of the
warm seclusion lifecycle.

The goal is not to perfectly forecast the cyclones per se, but to generatedatadaften
enough and at high resolution in order to examine the mesoscale aspects of thechaionse
lifecycle. Also, itis not necessary to describe each case study in detail but to develop an analysis
tool capable of diagnosing the thermodynamical, dynamical, and physical methahieng
the rapid deepening process that lead to the uprigitbR¥r circulation at seclusn. This vein
of research builds upon the success of the cyclone phase space diagnostics of Hamh{2B03)
effectively describe the structure of cyclones as they evolve thgrmalhus, the following
sections provide descriptions of the Weather Research and Forecastingr\@RHing system,
the ERAInterim data used for initial and boundary conditions, and introduction to the case
studies chosen. Thereafter, preliminary sensitivity studies are perforonednfirm the
importance of latent heat release on the warm seclusion process. From these gase stud
experiments, a framework will be developed to discuss addition research questions.

5.2.1 Data and methodology

While recent reanalysis products have improved considerably in terms ol spati
resoldion, quality of data assimilation, and model physics, they typically only output
atmospheric variable analyses everhdiirs. The recent NASA MERRA does include a
selection of variables at hourly temporal resolution, but they are provided at only arfealv
levels which is insufficient for detailed diagnosis of the-&agilving warm seclusion process.
However, as of July 2010, the new NCEP CFSR has become available with full three
dimensional pressure level diagnostics at hourly intervals for the period-20989 with
expected continuation as a near 4@k product. Furthermore, it is advantageous to employ
either realistic or idealized model simulations that allow for specific contssl tbermodynamic
processes including latent heat releasesamthce boundary fluxes. The reanalysis products do
not afford such luxury but are nonetheless valuable for model initialization and boundary
conditions. Hence, the following section describes the data and methodology centraséo a c
study approach farealistic mesoscale model simulations of warm seclusion development.

5.2.2 WRF model simulation domains and case studies

The following casestudy experiments are based upon simulations of the Advanced
Research Weather Research and Forecasting (WRFIdedsion 3.1 (Skamarock and Klemp
2008) using ECMWF ERAnterim reanalysis (reference) initial and lateral boundary conditions.
The WRF model is a welised and documented model used for research and operational
weather forecasting purposes within saVvetifferent communities including meteorology and
climate. No changes were made to the model code or architecture during these etgerimen
With new versions released at least annually, community contributions of nemwgiarizations
for the planetaryooundary layer, land surface, or microphysics are added to the model suite as
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choices for easy implementation. The inclusion or exclusion of dynamical,athgmamical,
radiation, and microphysical processes is readily achievable through sitliig arremoving
options at the model initialization time.

From the MERRA cyclone track database, a total of 32 Northern Hemisphereieplos
intensifying extratropical cyclones which developed mature warm corgsgatistructure were
simulated including 21 storms in the North Pacific and 11 in the North Atlantic é~B6).
These storms were chosen subjectively based upon the following critepl@sieely deepen at
least 1.5 Bergeron, reach a central minimumleeal pressure of at least 965 hPa, aneketigp
mature warm core structure including extreme Himuk warm front winds. Of these -3Brms,
several evolved from the extratropical transition of a tropical cyclone andakexbers
developed downstream of an active tropical cyclone suggestingtanpdynamical linkages.

There are three different domains constructed for the WRF experiments, twe in t
Pacific and one in the Atlantic (Figure 5.7). For those meridionally oriented titzetkdo not
translate east of the International Dateline, westward oriented domain is chosen. The spatial
details of each domain are documented in Table 5.2. The domains are approxierdesidc
over the location of the cyclone’s mature extratropical phase. The cholee ddrnain size was
a result of a ampromise between computational expense and the necessity of including upper
level features during the rapid deepening process that may extend a couple thdoszeterki
upstream.

The configuration of the model in terms of physics and parametengatimain fixed
except for sensitivity runs. The configuration is described in Table 5.3. The ofage
cumulus parameterizatiq®€P) for subgrid scale cumulus convection at 9 km grid spacing may
indeed be problematic for some aspects of warm seadlgsmnulation but it remains further work
to determine the overall impact. For tropical cyclone mesoscale modélegisage of CP
schemes may account for some of the eyewall updraft and a consequent weakehmg of
upward branch of the secondary circulation and compensatingaaid subsidence (Gentry
2007; Gentry and Lackmann 2010). When the CP scheme is removed, increased subsidence
leads to enhanced adiabatic warming and stronger wware) hydrostatic reduction of central
pressure, and increased radial inflow (Emanuel 1986). Experiments at anyréggietion than
8-10 km likely would generate stronger waoore systems without the CP schemes, but that is
only acknowledged here as a possible issue.

Several cursory model simulations of the RadP17 storm of February 200&\elyn
were conducted at higher vertical resolutions ranging from 35 to 70 vertich. leMewever,
little change was found in the minimum sea level pressure trace suggesting timernbkiy
differences are not significant for these cagalies. No effort was made to use different sea
surface temperatures (SST) than what is available in thelBRR®Am reanalysis. The reanalysis
SSTs are updated daily and are dynamically balanced with the overlying agémogplbuglthe
reanalysis model’'s data assimilation procedures. It is important to point éuithéhaapid
translation of extratropical cyclones likely limits the impacts of the relativelylgléwlays)
changing SST on storm intensity. However, the persistehtaBBmalies on longer time scales,
perhaps seasonal, may have significant impact upon the structural changesdedpgotg
extratropical transition (e.g. Bond et al. 2010). Except for sensitivity runs¢eultxes, latent
heat release, and microphysical processes are all included.
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5.3 WRF Hindcast and Sensitivity Simulations

Pacific storm P17 oEvelynis simulated using the WRF model for-B6urs based upon
initial and boundary conditions from the ER#&terim reanalysis. Maximum wind speed swath
maps at 875 hPa are plotted for each simulation hour for Evelyn (Figure Bd@apany
additional cyclone indcast cases. These winds exceed 100 knots over a large area of the North
Pacific with two distinctive areas associated with the -back warm front and warsector,
warm conveyor belt lovievel jet. Uppetlevel cyclone phase space thermal diagnosgkggure
5.8c) demonstrate the very rapid lovlevel thermal warntore development dEvelynduring
the rapid intensification process. Lowevel wind speed at 875 hPa at the time of strongest
lower-level warm core (Figure 5.9) shows the distinctive cbah extreme winds around the
southwestern flank of the center, equally intense winds ahead of thérardldn the warm
sector, and nearalm winds in the “eye”.

An 18hour evolution of 80Pa equivalent potential temperature, (Figure 5.10)
showsthe origin and development of the lowewvel warm core as Evelyn rapid intensifies and
matures. At 12/04z, a zoomeadview of g (Figure 5.11) shows the mesocale waaclusion
located at 40° N narrowly attached to the hooking backward plume relatihe toenter of
Evelyn The lines delineate the zonal and meridional esestions of ¢ and PV (Figure 5.12),
and wind speed (Figure 5.13).

Additional WRF hindcast simulation maximum wind speed swaths at 875 hPa (Figure
5.14) are presented for storm P14 (December 2004), P6 (December 1995), and an additional
extratropical transition case of Tropical Stolwg (October 1977). A similar wind spd swath
map and attendant cyclone phase upgeel thermal diagnostic plot for Typhodforrest
(October 1989) is an example of one of the most extreme warm seclusions refsatting
extratropical transition. Three snapshots of the 875 hPa wind speeg the reintensification
process of Forrest show extremely intense winds in excess of 100 knots (Figure \&ih@)
swath maps and snapshots are presented for Hurricane Irene, which underwenveexplos
reintensification after transition in the North Attec (Figure 5.17). A dry simulation without
the effects of latent heating, surface fluxes, and cumulus parameterigatiws markedly less
extratropical development (Figure 5.17f). A higher resolution [4 km grid spagimg]ation of
the ERICA IOP4 cyclone (Figure 5.18) shows significant adiabatic wgalievelopment in the
dry run wind swath map (Figure 5.18b). The snapshot at January 4, 1989 18z of both the full
physics and dry run (Figure 5.19) demonstrate the disparate structure at 875 hPaspeahd
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Figure 5.1. NCEP CFSR Dynamic tropopause (DT: 2 PVU surface) potentiakéunpe
(shaded, Kelvin) and MSLP contours (black, hPa) for Feb 2008 North Pacific cyclone at (a)
11/12z (b) 12/00z (c) 12/12z (d) 12/18z.
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Figure 5.2: NCEP CFSR DT pressure level (shaded, hPa) and wind vectorsdecals)y on
DT for Feb 2008 North Pacific cyclone at (a) 11/12z (b) 12/00z (c) 12/12z (d) 12/18z.
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Figure 5.3. NCEP CFSR 325K-330K average PV (shaded, PVU), 325K-330K wind speed
(contours > 20 mY and wind vectors (scaled arrows) for Feb 2008 North Pacific cyclone at (a)
11/12z (b) 12/00z (c) 12/12z (d) 12/18z.
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Figure 5.4: NCEP CFSR maps of Feb 2008 cyclone at 12/18z of (a) Relative v(sthieigd,
x10° s1) on DT and (b) relative humidity (shaded, %) on DT.
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Figure 5.5. NCEP CFSR data faupit (October 27, 2009 12z) and (aJ 2 PVU surface)
potential temperature (shaded, Kejvamd MSLP (contours, hPdp) DT pressure level
(shaded, hPa) and wind vectors (scaled arrows) on DT (c) 325K-330K average Rd(shad
PVU), 325K-330K wind speed (contours > 20 thand wind vectors (scaled arrows).
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Figure 5.6: WRF simulation storm tracks from the MERRA reanalysis [HaR]eshowing the
entire lifecycle of the cyclone colmoded according to central mean-t&zel pressure (hPa).
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Figure 5.7: WRF simulation domains at 9 km grid spacing with example 875 hPa wind speed
plots to demonstrate the spatial extent for the (a) Atlantic 1200x900, (b) Pacific@0R0@xd
(c) Pacific 1000x750.
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Figure 5.8 WRF [%m] hindcast simul@bns for Feb 2008 cyclone and 875 hPa maximum wind
speed swath for 10/06z — 14/06z with(a) full physics and (b) dry run. Cyclone phase space
upper-level diagnostics included for (c) full physics and (d) dry run for coroparis
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Figure 5.9 WRF [9 km] hindcast simulation of Feb 2008 cyclone and 875 hPa wind speed
(shaded, knots) at 12/04z.
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Figure 5.10 WRF [9 km] hindcast simulation 80Pa equivalent potential temperaturg, (
shaded, Kelvin) for February 2008 cyclone at (a) 11/22z (b) 12/04z (c) 12/16z.
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Figure 5.11 WRF [9 km] hindcast simulation 8@Pa equivalent potential temperaturg, (
shaded, Kelvin) for February 2008 cyclone at 12/04z with indicated for Figures 5.9 and 5.10.
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Figure 5.12 WRF [9 km] hindcasimulation crossections of equivalent potential temperature
( g, shaded, Kelvin) for February 2008 cyclone at 12/04z and (a) 39° N and (b) 182° E.
Hatching indicates areas BV greater than 2.0 PVU.

144



Figure 5.13 WRF [9 km] hindcast simulation cross-sections of wind speed (shaded, knots) fo
February 2008 cyclone at 12/04z and (a) 39° N and (b) 182° E.
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Figure 5.14 WRF hindcast simulations of 875-hPa maximum wind speed swaths at fa2&a) 12/
18z — 12/31 18z 2004 (b) 12/19 12z — 12/22 12z 1995 and (c) 10/22 00z — 10/26 00z 1977.
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Figure 5.15 WRF [9 km] hindcast simulation of Typhoon Forrest (October 1989) from 10/27 12z
—10/31 12z and (a) 875 hPa maximum wind speed swath and (b) upper-level cyame ph
space diagnostics.
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Figure 5.16 WRF [9 km] hindcast simulation of Typhoon Forrest (October 1989) ardP&75-
wind speed (shaded, knots) at (a) 29/12z (b) 29/18z and (c) 30/00z.
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Figure 5.17 WRF [9 km] hindcast simulation of the extratropical transition of ldagitrene
(October 1999) and 875 hPa wind speed (shaded, knots) with radii (contours, km) at (a) 19/12z
(b) 19/18z (c) 20/00z with the (d) uppexel cyclone phase spadmgnostics. 875 hPa

maximum wind speed swath for 10/18 00z — 10/21 00z for (a) full physics and (b) dry run.
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Figure 5.18 WRF [4 km] hindcast simulation of Jan 1989 ERICA IOP4 cyclone andRB&5
maximum wind speed swath (shaded, knots) for 01/03 12z — 01/06 12z for (a) full physics and
(b) dry run.

150



Figure 5.19 WRF [4 km] hindcast simulation of Jan 1989 ERICA IOP4 cyclone and 875 hPa
wind speed swath (shaded, knots) at 01/04 18z for (a) full physics and (b) dry run.
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Table 5.1 NCEP ESR cyclone phase space thermal paramet¢ss &nd—V+") and MSLP
(hPa) for selected times of Feb-18 2008 North Pacific cyclone.

Time AV VY MSLP
11/12z -286 -479 977
11/15z -213 -475 972
11/18z 77 -442 965
11/21z -16 -365 959
12/00z 96 -275 952
12/03z 257 -144 946
12/06z 270 -105 943
12/09z 273 -61 942
12/12z 216 -5 942
12/15z 202 9 942
12/18z 159 -2 947
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Table 5.2 Spatial details of the individual domains depicted to Figured.7 a-

Domain X grid
points
Pacific 1 1200
Pacific 2 1000
Atlantic 1 1200

Y grid
points
900
750
900
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Vertical
Levels
35L
35L
35L

Grid point
spacing

9 km

9 km

9 km



Table 5.3: WRF case study date (YYYY MMDDHH) and value of mininsg@aevel pressure
(hPa) and basin of the 32 cyclones: A is Atlantic and P is Pacific.

Date of Minimum SLP Basin
Minimum SLP MERRA (hPa)

1989 010506 940.6 Al
1989 103000 918.9 P1
1989 123006 926.9 A2
1990 011818 926.3 P2
1991 122800 955.9 P3
1995 010100 964.6 P4
1995 020118 924.1 A3
1995 020618 944.6 P5
1995 122112 932.9 P6
1996 022900 949.5 P7
1997 121218 947.3 A4
1998 102606 947.9 P8
2000 012118 949.1 A5
2000 022118 933.9 P9
2000 031718 946.8 P10
2002 020106 923.8 A6
2002 122712 926.3 P11
2003 010418 937.9 P12
2003 012412 946.7 P13
2003 012412 948.6 A7
2004 123012 938.5 P14
2005 021506 953.3 P15
2005 111306 948.1 P16
2006 021118 938.2 A8
2006 112518 944.7 A9
2007 031018 937.4 Al10
2008 021218 939.8 P17
2008 040100 948.0 P18
2008 100900 946.7 All
2008 102206 940.0 P19
2008 112700 945.7 P20
2009 111906 943.2 P21
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Table5.4. Information describing the configuration of the WRF model simulations including
physics and parameterizations.

Cumulus Parameterization New Grell Scheme (Grell and Devenyi 2002)
Microphysics WSM 6-class graupel scheme (Hong and Lim 2006)
Planetary Boundary Layer YSU Scheme (Hong et al. 2006)

Shortwave radiation Dudhia scheme (Dudhia 1989)

Longwave radiation RRTM scheme (Mlawer et al. 1997)

Surface layer physics Monin-Obukhov scheme

155



CHAPTER SIX

MEDIUM RANGE PREDICTABILITY: ANALYSIS AND
FORECAST ERROR

6.1 Introduction

With considerable advancements in computing technology, data assimilatieilynexs;
observing system increases, as well as atmospheric model improvemensicalweather
prediction (NWP) accuracy has increased markedly during the past two decatiesy (&t al.
1998). Indeed, about oAy of predictive skill has been demonstrated withay forecasts of
500 hPa geopotential heights being as accuratedasy Jorecasts from 1Qears ago for the
Northern Hemisphere (Harper et al. 2007). The evolution ofdouensional variational data
assimilation procedures (4DVAR, Rabier 2005) and Ensemble Kalman Filter techniques
(Evenson 2003) has allowed for the more accurate utilization of copious amounts of remote
sensing or satellite based observations. For instance, accurate observation ysid ahal
atmospheric temperature is essential for NWP forecasts (Langland ed&).v#tether satellite
or ground based measurements are used. For NWP, multivariate analijysesadmosphere
provides the initial coditions for a suite of global deterministic and probabilistic forecasts.
Consequently, limitations in the handling of observations, data assimilation proceduares, a
model dynamics will affect mediwmange forecast skill on the order of 5-days.

Evenas operational forecasting skill improves, NWP models occasionally soféeast
busts or periods of significantly reduced skill usually measured by 500 hPa geiapobieight
anomaly correlation (AC) scores. As discussed recently by Ballish et 89)(20 the 89
annual American Meteorological Society meeting, NCEP Global Forecasensy&EFS)
dropouts can be greatly reduced by simply using the analyses of the European Gentre fo
Medium-Range Weather Forecasts (ECMWF) to initialize the model. There arkitaiceuof
possible causes for degraded forecast skill in the medium range including thendhaofdli
observations, assimilation windows, quality control, as well as analysis arzhdonmodel
differences. It is important to recognize that a small bias in the temperatudayd hay affect
the winds and other variables, which will accumulate errorslinearly over a long time period
since the background memory of the model retains information of the biasel(R®05).
Analysis differencesan be quite large and are related to the inhomogeneous distribution of in
situ and satellite observations (Langland et al. 2008).

The location or targeting of observations in dynamically sensitive regions has been
shown to be helpful in reducing foretasror especially in the sherdnge (Langland 2005).
However, the impact is generally small and difficult to assess due to the limitdzenof case
studies or field campaigns to initiate Observing System Experiments YOSBs purpose of
observatiortargeting in sensitive areas is to prevent forecast busts or forecasttient with
errors significantly higher than the monthly norm. There is a burgeoning boelseairch on the
value of observation targeting in oceanic regions. Fday2 shordrange forecast errors, the
downstream impact of Pacific Ocean observations is higher than that inrtheAtlantic (Kelly
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et al. 2007). When considering longer forecasts into the medinge or &days, the data
assimilation procedure was found to be important for downstream impactd/ar4d better
capable of filling in information from regions with high data content to-dai# areas than 3D
Var (Kelly et al. 2007). As will be described further, determination of a dyrédyngensitive
region suggests that the benefits of targeting observations is indeed depepdenthe
configuration of the atmospheric flow regime (Cardinali et al. 2007).

An example of motivation for better availability and handling of observations itevvies
North Pacific (WPAC) occurred recently with the Observing System ResaadcRredictability
Experiment (THORPEX) Pacifidsian Campaign (PARC) in the fall of 2008. The field study
was designed to collect -Bitu measurements on a variety of events to improud day
predictability of highimpact weather events over North America which were potentially related
to WPAC atmospherecean dynamical interactions (Shapiro and Thorpe 2004; Parsons et al.
2007). TPARC encompasses many time and spatial scales since At &li& North America
share many dynamical linkages. Hakim (2003) and Chang (2005) showed thaemtedssp
tropical convection and intense cyclogenesis can trigger eastward progagaye packets and
affect forecasts well downstream via uppeposgeric wave guides. These wave packets may
be reinforced by subsequent cyclogenesis events leading to additional reducethlpligdic
periods. Thus, analysis and forecast errors over the WPAC can have larga amaching
effects on short and mediurange forecast skill.

6.2 Analysis Error in Temperature Analysis

While at the Naval Research Laboratory (NRL) in Monterey during the sumr2@0af
this author had the opportunity to work in and interact with the researchers at atioopér
forecastig center responsible for military forecasts. Under the mentorship of Df. Rol
Langland, a project was undertaken to diagnose the errors associated with NW&#s anfal
temperature in the middle atmosphere. A publication resulted which is excerptedabehi
as updated figures and additional explanation where appropriate.

6.2.1 Abstract of Langland et al. (2008)

This report illustrates and quantifies the unanticipated large uncertainty fearéraies
in tropospheric temperature analyses within current global operafiorgast systems and
historical reanalysis products. Results reveal that regional patterngertainty in seasonally
averaged and daily atmospheric uppirtemperature analyses are related to the irregular
distribution of insitu and satellite observations. There less uncertainty in analyzed
temperature where 4gsitu radiosonde observatioase plentiful, primarily over the developed
nations of the Northern Hemisphere, and more uncertainty over regions that anedbser
primarily by satellites with fewer #situ temperature observations, including oceanic areas, the
cryosphere, and developing nations. The results suggest that operational weathstirfigrand
climate monitoring would benefit from an improved global observing network, including
additional insitu components. There is also a need for progress in data assimilation tb extrac
more information from the wealth of current and future satellite observations.
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6.2.2 From the introduction of Langland et al. (2008)

“Accurate observation and analysis of atmospheric temperature is essemntiahtrical
weather prediction (NWP) and thmonitoring of regional and global climate change.
Multivariate atmospheric models provide the background forecasts and idgh@ontext in
which analyses of atmospheric temperatures, winds, and other variables are protieced. T
observations ingested by data assimilation procedures supply new informatisnniseded to
continuously adjust the model trajectory toward a new analysis, whicheistiamateof the true
atmospheric state. Many factors affect the quality of atmospheric temperabalyses,
including the variable quality of satellite observations (Christy et al. 2003erSatrél. 2003a),
the irregular distribution of important observation types, including radiosondezghiz et al.
2003) and limitations of data assimilation procedures (Rabier 2005).

For NWP, multivariate atmospheric analyses provide initial conditions anicagon
for deterministic and probabilistic forecasts over the global domain. To the thdetite means
and covariances of forecast and observation errors are accurately specified data
assimilation systems used to produce analyses, these analyses representnstdés egth
minimum error variance or maximum likelihcedlepending on the type of scheme employed
(Daley 1991). However, because the data asdionlaschemes and models used to produce
high-resolution estimates of the atmospheric state are constantly evolving and do radtytypic
provide estimates of their own uncertainty, analyses have not found much use in thendeftec
climate change.

Instead climate temperature trends have more typically been inferred from the
observational record. This has limited such studies to regions (or vertical) leviedse
observations are sufficient in number and accuracy to provide good estimates ‘tiu¢h
temperature.” Traditionally, the network of radiosonde upper air observations (Fig. 1) and in sit
surface observations have provided the best foundation for such evaluation of climate trends.
Limitations of radiosonde observation quality in the context ohafé studies are discussed by
Sherwood et al. (2005), Randel and Wu (2006) and Trenberth et al. (2007).

However, over much of the globe, in situ temperature observations are sparse, an
satellitebased instruments provide the majority of surface and tgpetemperature
observations, primarily from microwave and infrared radiometers and sounderd alotsr
orbiting and geostationary platforms. An important issue is that with satiliteed
temperature observations, the problems of bias correction, observation error arydcquéid
are generally more complex than with in situ temperature observations ghaseprovided by
radiosondes.

Bias in satellitederived observations can vary with time (diurnally and seasonally),
geographic location, the underlying surface (land, sea or ice) and scaaonposithe satellite
(Auligne” et al. 2007). Also, bias in satellite data cannot generalastemed as constant over
time due to orbital decay, drift, and other issues (Christy et al. 2003; Trenbertl2@D&). In
most cases, satellite observations, including radiances, include a dependencegooubdck
information from the model, which is aource of additional bias (Dee 2005). Current
multivariate operational data assimilation schemes utilize sophisticated statisticajuesho
identify and reject suspect observations and to detect and correct satelliteattnselias
(Harris and Kely 2001).

It is a stated objective that future climate studies should use atmosphereratmgp
reanalyses (Folland et al. 2006). Reanalysis data sets do not contain spuriousiusenas
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changes in forecast models or data assimilation technique, babass remain the same for the
entire reanalysis period. However, reanalysis products can include biases causedd®sdhan

the global observing system over time, which can reduce the reliability aedfeimate trends
(Bengtsson et al., 2004; Santer et al., 2004; Sterl, 2004; Trenberth and Smith, 2006). A
disadvantage of state estimates provided by reanalyses is that theyduweedrat coarser
horizontal and vertical resolution than analyses produced for short to meshge NWP. In

this report,we examine the differences and uncertainty that exist in temperature anedyses f
several operational and reanalysis products.”

6.2.3 Temperature uncertainty analysis

How much uncertainty exists in current operational analyses of -agptmperaturg
Langland et al. (2008) investigated this question using current analyses ofaemgpproduced
by independent NWP centers including the National Centers for EnvironmentaltiBredic
(NCEP) as well as the Navy and United Kingdom services. Here, ttupdan Center for
Medium-Range Weather Prediction (ECMWF) and NCEP Global Forecast System (GFS)
deterministic forecasts are utilized to update the figures in the paper. Tieused is the root
mean squared difference (RMSD) over a-gaar time periodor 500 hPa temperature (K).
Figure 6.1 shows the RMSD between ECMWF and GFS for January to December 2@09 usi
12-hourly forecasts for a total of 730 comparisons. The RMSD indicatetodiay variance
between the two temperature analyses and its magnitude represents whereugoestainty
exists in quantifying the “true temperature”. The RSMD can also be thoughanfestimate of
the analysis error when several different operational center’s analyses are compared

From the distribution of hsitu observations including radiosondes (Figure 6.2), it is
readily apparent that the differences in analyzed temperature shown ie Eicare closely
related to the distribution of the radiosondes. The uncertainty in temperaturafisasigly less
over the Northern Hemisphere continents, Australia, Hawaii and New Zealand with the
radiosonde locations being plentiful. However, where satellite observations apeintaey
source of temperature observations, the uncertainty is generally lgogeradly over the oceans
and lesgdeveloped nations. Ballish et al. (2009) could not find any instances where quality
control failures in observations caused forecast skill dropouts in the GFS, but didizedbg
importance of systematic biases or differenbesveen the ECMWF and GFS. While the
RMSD metric shows both information on bias and variability of 500 hPa temperatueerisgr
be large differences in other fields such as geopotential height avelf l&f the troposphere.
Some reasons could be theshandling of a certain type of aircraft orsitu observation that
also impacts a satellite retrieval causing a temperature bias in the model badkgmmatology
(Ballish and Kumar 2008).

It is also instructive to examine the differencestemperature analyses provided by
reanalysis products including the ECMWEF Interim Reanalysis (referencdharldpanese 25
year Reanalysis Project (JR%, Onogi et al. 2007). Reanalysis products are similar to
operational NWP models and require a sequence of-smgge forecasts {62 hours) to
generate background information in a multivariate manner to generate a nevisdnalyerd in
time. The model is run in hindcast mode ingesting all available historical obsesvptoviding
complete spatialral temporal coverage in a gridded output format. Figure 6.3 illustrates four
seasonal looks at the reanalysis RMSD between the-IBRAM and JRA25 and similar
temperature uncertainty is found as with the operational products. There afeasigni
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differences and likely biases in the Southern Hemisphere likely associstetti@vhandling of
observations in the data assimilation schemes betweenliBANM (4D-Var) and the JRA25
(3D-var). While the models are frozen in the reanalysis process, thaiorclar deletion of
various observation sets can lead to changes in the background model climatolayy teadi
bias.

6.2.4 Discussion from Langland et al. (2008)

“Each analysis is an independestimateof the ‘true temperature’, and it is assed that
each forecast or fanalysis centre produces temperature analyses that are equally likely
representations of the ‘true temperature’. There is no definitive way torgieeewhich analysis
is closer to the truth, or to construct an analysis oftthe temperature’, because we do not have
exact information about observation or analysis error. The actual uncertaintyrrentc
temperature analyses is likely to be eviemger than the differences among available
atmospheric temperature analyses shbere, because the various operational forecast centers
use shared sets of observations, and the data assimilation procedures are basedron s
methods.

The least reliable temperature analyses are generally located over repiohshave
fewer radiosade observations, including polar areas, oceanic regions, and developing nations,
where accurate temperature monitoring is critical to quantify the etiectsnate change. These
results are consistent with Swanson and Roebber (2008), who found tbegndiéfls in NCEP
and ECMWEF reanalysis 500 hPa heights are relatively large over the Raaific Ocean, with
effects on forecast skill into the meditnange. In a global context, sateHlhased observations
now provide the majority of information for tropospheric and stratospheric temgerdhere
are no regions of the globe that can today be consideredvdiafeor even ‘datssparse.” While
there is no question that satellite observations have improved the quality of atriospalyses
over previouly datasparse regions, it is evident that greater uncertainty in tgppgmperature
analyses exists where satellite observations predominate, comparedotts regh plentiful
radiosonde observations.”

6.3 Understanding the Evolution of Medium-Rangd-orecast Error
6.3.1 Introduction: extreme events phenomena

The predictability of highmpact extreme weather events in the medium rang@ed@®ys)

is a challenge for current operational NWP forecast systems and a focusidecalnle research
activities (Dee 2005). There are several avenues available to improve the track and maximum
intensity of an explosive extratropical cyclone including the following: degsimilation
technology, observation system enhancement, ensemble tools, model physicbjagand
correction. Regardless of the model's predictive ability, the overalmeegir atmospheric
configuration will determine whether a given synoptic set up is highly or poodycpable both
locally and downstream (e.g. Hakim 2005; McMurdie and Ca20@0). It then generally
follows that forecast failures of extreme events are due to a combination of poedictable
flow regimes with rapidly evolving or growing diabatic processes. The typzie
conceptualization of poor predictability is assbded with the extratropical transition of
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recurving tropical cyclones, especially in the Western Pacific that later redeagopowerful
extratropical cyclones.

Extratropical or midlatitude cyclones form as a result of baroclinic energyecsion
processes over the midlatitude regions of both hemispheres. They have a wiécin the
meridional transport and exchange of heat, moisture, and momentum within the general
circulation in which they are embedded. Atmospheric predictability on awafieicales is
affected by extratropical cyclone development, which also represents an tantpor
teleconnection mechanism bridging the domain between-taa@e climate and local weather.
Shapiro et al. (1999) proposed that explosive cyclogenesis ceudnteptualized as a nexus of
interactions between largeale and smalcale phenomena such as tropopause folding, jet
stream dynamics, uppé&vel potential vorticity anomalies, moisture thermodynamics, and low
level baroclinicity. As a particularlintense example of explosive cyclone development, a
warm-core seclusion is the mature stage of a marine extratropical cyclone typjifregid sea
level pressure falls, hurricaffierce surface winds, dangerously large ocean waves, and an
anomalously warngyelike inner-core structure at maturity (Shapiro and Keyser 1990).

Eddy kinetic energy budgets (Orlanski and Sheldon 1995) andsudace interfacial
flux calculations demonstrated that the diabatic contributions from the-sector latent heat
release, which is preconditioned through surface heat and moisture fluxes, phased with the
favorable uppeftevel, largescale flow regime and initiated explosive cyclogenesis. The
resulting magnitude and scale of the wanone seclusion was intimately relatedthe extraction
of available potential energy characterized by the asymmetric couplthg ofcipient lowlevel
vortex with the uppejet stream. Tropical cyclones that recurve poleward into the midlatitudes
often undergo a process called extratraptcansition (ET) and may reintensify into powerful
extratropical cyclones.

The extratropical transition (ET) of a tropical cyclone (TC) into a weone seclusion
extratropical cyclone represents a considerable challenge to NWP foredastscapsulates the
same dynamical mechanisms associated withtrogical cyclogenesis. Several studies have
shown that posET reintensification of TCs is also related to the phasing of the Ugyar
features of the midlatitude flow and determines tbrecast evolution (Ritchie and Elsberry
2007). Furthermore, as a TC recurves into the midlatitude flow ahead of aAeygddrough,
high amplitude Rossbwaves can radiate well downstream to Heamispheric scales
(Anwender et al. 2008; Harr and Dea 2009). Similarly, Matthews and Kiladis (1999)
demonstrated that during periods of enhanced convection in the Western Pacific warm pool, the
midlatitude Pacific jet stream is stronger and extends further across tinefdasing an
increase in barocligiinstability and cyclogenesis. Anomaly correlation scores during ET and
TC recurvature show significantly degraded forecast skill especiallnstosam of the event
(Harr et al. 2008). Suggested reasons include inadequate representation of the typhoon in the
NWP model initial conditions (Evans et al. 2006), during the transition process and subsequent
downstream propagation of eastward traveling wave packets (Hakim 2005).

6.3.2 Diagnosis of forecast error
Forecast skill has improved markedly during the pasyeis as demonstrated by
operational model anomaly correlation (AC) scores for 500 hPa geopotential hamgine 6:4

shows the significant climb in AC scores from the ed980s to the present ddgr both
hemispheres. While the ECMWEF continually outperforms the United Kingdom @&RM
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model and the NCEP GFS, all models since the 1990s have shown improvement especially in
the Southern Hemisphere as satellite observations and data assimilation psodeiiee
advanced. The accuracy of the ECMWF model for the global midlatitudes has improved in the
past threadecades (Figure 6.5) especially in the medium range (~5 days) during the 1980s and
1990s with a skill plateau seemingly reached in the rececad®. However, with the recent
improvement in the ECMWF IFS to a resolution of T1279, the plateau has seemingly been
broken with skill achieved for t@ay deterministic forecasts for the Northern Hemisphere.
Figure 6.5b highlights the 500 hPa geopotdrieight operational forecast skill at-dfys still

above the 0.6 or 60% measure typically taken to be skillful. ECMWF points out that the month
to-month skill fluctuations are a result of the ongoing atmospheric variability.

Five-day forecastlgll is a function of geography and season especially when considering
uppertroposphere geopotential height forecasts. The ECMWF model absolute errdayn 5
500 hPa height shows a gradient from the tropics, where variability is generallgrsexcept
during tropical cyclones, to the mi&nd highlatitudes where the major storm tracks exist.
Northern Hemisphere winter forecast error is maximized in the Alewatreh Icelandic low
regions as shown for the winter of 2009 (Figure 6.6a). The same ifotrilee Southern
Hemisphere cool season months with the Southern Ocean synoptic activity |leathiger
average forecast errors (Figure 6.6b). Thetdeday evolution of the forecast errors is therefore
largely dominated by the higher-frequency sytioactivity.

Forecast skill busts or “dropouts” are loosely defined as instances when tné&00
geopotential height anomaly correlation decreases far below the monthly Balas é&nd
Kumar 2008). As an example, the period surrounding NoveBb2009 represents a dropt
for all the global forecast models in the Northern Hemisphere as demonstyat&d scores
(Figure 6.7). The locus of the error is easily seen by averaging themiomaXiheight errors for
6-consecutive forecasts for the ECNPAWodel (Figure 6.8). The positioning of several key
synoptic features was clearly off in the Gulf of Alaska leading to extremglkyforecast errors
on the order of 500 meters. A similar forecast dropout occurred in the Southemn@ae&lew
Zealandwhich may have been related to an observation handling issue but further examination
would be required with sensitivity model runs to determine a link.

The evolution of forecast error is a function of the analysis erromthiesic capabilities
of the dynamics in the NWP model, as well as the evolution of the regime or flowguation.
Aspects of the translation of error is easily seen in a Hovmigper plot of latitudinally
averaged absolute-day forecast error for the Northern Hemisphere midlatitudes (Figure 6.9;
35°60°N). The times on the-gxis correspond to the verification time of the forecast. In early
November in the days surrounding the forecast dropout, very hitgty Sorecast errors (~500
meters) are longitudinally elongated and pemally spread out. Six consecutive ECMWF
forecast cycles are produced in sequence with {th&@yerror seen as a dipole pattern indicative
of the misplacement of synoptic features and/or errors in magnitude (e There are
also indications of additional downstream errors over North America and into theAllantic.

Since these are-#ay forecasts of "average" absolute error, the origin of the forecastierro
likely upstream.

The THORPEX Interactive Grand Global Ensemble (TIGGE) is g toenponent of the
World Weather Research Programme project to accelerate the improvemeetadcuhacy of
1-day to 2week highimpact weather forecasts” (Park et al. 2008). TIGGE is an archive of
many operational modeling centers’ ensemble prediction systems output ngciNAEP,
ECMWEF, and the UK MetOffice extending from October 2006 until present. Thesaldase
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systems are designed to help diagnose the uncertainties in weathertgoresalling from
observation, boundary condition, and data assimilation assumptions and issues. Hovmueller
diagrams of ensemble spread or the standard deviation of the geopotential height56
ECMWF ensemble members (Figure 6.11a) demonstrate the transitory behaworoof
features. The latitudinal average 35°-60° N represents the midlatitude waveguide. Areas of
large ensemble spread can be thought of as signals of dynamical sensitiviéyrelagvely
large forecast errors may develop. The largest ensemble spread during theDetabef and
early Novenber is associated with the extratropical transition and downstream devetopme
associated with Typhoon Lupit as demonstrated in one snapshot of a forecgsigveifing

the period of maximum spread (Figure 6.11b). Dynamic tropopause (DT) maps @itRye
depicting potential temperature on the 2 PVU surface are useful for diagnosingladtion

and areas of neoonservation of potential vorticity associated with jet streaks, tlppelr
fronts, and other dynamical features (Hoskins and Berrisford 1988). -Oay ECMWF
forecast of the dynamic tropopause (Figure 6.12a) shows a strong cyclonic rollup oh dkse D
the eastern tail of an omebéock shaped North Pacific ridge. The verifying analysis (Figure
6.12b), however, does not develop the aydccirculation downstream of the extratropically
transitioning Lupit.

Recently, Harr et al. (2008) showed that NWP forecast predictability dedresgkedly
during and following an extratropical transition (ET) event in the westerrhNRatific. As
shovn with the ECMWF and NCEP GFS ensemble prediction systems, the model spread
increased especially downstream of the decaying tropical cyclone as it eheeradilatitudes.
The follow up study of Anwender et al. (2008) demonstrated that forecast mdtiah she
North Atlantic also was impacted by the ET event which portends downstream iropactas
hemispheric scales. The process of downstream development and energy dispéesicribisd
in the above papers as well as the work of Orlanski and Sheldon (1993).

Situations with cubff low development due to equatorward Rossby wareaking also
represent flow regimes which may be particularly difficult to forecast. omparison of
extratropical cyclone tracks from the NCEP and ECMWF Ensemigldid®on Systems (EPS)
showed that track positioning was more accurately predicted than intensigl¢Fet al. 2007).
The best ensemble member’s skill was found to be significantly higher than thel tonmeicast
in terms of both intensity and trackkextratropical cyclones. The ensemble intensity and track
spread was significantly larger in the Southern Hemisphere as opposed to thermNort
Hemisphere, as one would expect.

There is considerable value in understanding what regimes or evolvingeteate most
likely to result in higher than normal forecast error, and in general ensemédel s@y further
examining the relationships between ensemble spread, analysis uncertairftyreandt error
within the operational model context on a varietyatmospheric vertical levels, it is more likely
that the sources of error can be ameliorated.

6.4 Summary and Future Research of Analysis and Forecast Error

Large forecast errors are often associated with large initial conditicertaimty, given
that atmospheric analyses are only estimates of the hypothetical “true stdte”adfmiosphere.
Over oceanic regions, atmospheric analyses have relatively large uncefitaingyand et al.
2008), since they are primarily constrained by remedelysed gellite observations, whose
error properties are not as wkhown as those from igitu instruments such as labdsed
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radiosondes. It has long been speculated that analysis uncertainty naerighfly active
regions such as the North Pacific may calsereased forecast skill downstream in the medium
range (Gelaro et al. 1998). Recently, Swanson and Roebber (2008) showed that downstream
forecast error growth is a function of both errors in the unknowabled&pendent analysis as
well as specific NWHnodel shortcomings. They found that analysis errors or uncertainty and
ensemble spread, a tool used in the operational forecast setting, are independary timgaly

the impact of these two quantities on future forecast eranldgive The authors uized long
period MRF/NCEP reforecast ensembles-ifi&mbers) run at 00Z each day from 12140
(present) (Hamill and Whitaker 2007) to diagnose this signal of downstream remah gwhich

is difficult to assess since forecast uncertainty is a funafdooth error in the “unknowable
flow-dependent” analysis or truth and forecast error.

In addition to extreme events such as the extratropical transition of tropitaeyand
warm-core seclusion development, it is hypothesized that there ardlotheegimes associated
with reduced mediumange predictability. To investigate this question, it is important to first
develop a comprehensive and meaningful way to diagnose and categorize regongiagto
the phase, magnitude, and rarity of the ampvel flow configuration. McMurdie and Casola
(2009) used a hierarchical clustering technique to correlate NWP model iskiflowr distinct
upperievel flow shapes or patterns in order to examine potential sources oieshoifiorecast
errors affeahg Northwest United States surface temperature andegehpressure of North
America. The algorithm was applied to Sl0Pa geopotential height as a proxy for the four
distinct uppetlevel flow regimes. While the clustering methodology identifies {fiattern
shapes, it is not able to account for the intensity or magnitude of gradients rbétaresent
cyclones and anticyclones

To further the efforts of McMurdie and Casola (2009), it is proposed in a National
Research Council (NRC) Research Assochape$roposal (Maue 2009) to use leperiod
reanalysis datasets in order to extract the mean, variance, and distribw#rioo$ parameters,
including geopotential height, thickness, and eddy kinetic energy, whehngortant to
synoptic variability and predictability on time scales longer thashal8s. In addition to
analysis of the climatological record, it is important to recognize that the wedtleeto
midlatitude features over a given location can rapidly evolve. This “normallzedtalogy
distribution” technique as described later that can be combined with traditional gnomal
correlation procedures to develop a spatial and temporal mapping of climatologicatyrone
regions. Forecasts and analyses from the Navy Operational Globakgtaric Prediction
System (NOGAPS) during at least the pasteérs will be required to create a lasy®ough
sample of forecast verification events to generate statistically significamalized anomaly
correlation distribution composites over the Ndeidcific. In addition, it is critical to compare
the NOGAPS forecast and analysis products with other NWP centers’ modkidingc
ECMWEF and NCEP GFS. ltis expected that extreme events associated with cgoldsa®ng
meridional flow patterns will comprise many cases of low forecast model skiltHe
breakdown of persistent features such as blocks ardffclaiws may also lead to dynamically
sensitive areas and forecast skill dropouts.

To diagnose the effects of initial condition uncertaigtyl the impact of observations on
forecast skill, future work will involve the usage of adjdnaised procedures developed at NRL
(Langland and Baker 2004). These methods can quantify the impact of all observations
assimilated by the data assimilatiomgedure (NAVDAS). It is currently used for shoange
(~24hr) forecasts, and work is ongoing to extend the useful range of this technique into the
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mediumfange. Adjoint sensitivity analyses have been used to explain dynamieatsasp
extratropical cyclone intensity changes with respect to explosive barodlotegses including

the role of latent heat release (Langland et al. 1996). The adjoint “sensitivitginsa
demonstrate the utility of the procedure to identify relatively small initial getions or
uncertainties in localized, highlensitive regions can have relatively large effects on forecast
outcome.

6.5 Developing Techniques to Analyze Errors and Flow Regimes Associated with
High Medium-Range forecast error

A normalized anomaly &mework is presented for both historical atmospheric reanalysis
and coupleetlimate model output as defined by Hart and Grumm (2001). Extreme events such
as cutoff low pressure systems, tropical cyclones, “tniggbospheric heat pools, and warm
seclusion extratropical cyclones are assessed against the backdrop of amgeslvhatology.
Phenomena such as tropical cyclones undergoing extratropical transition or edyatorial
migrating cutoff low pressure systems exemplify highly anomalous atmospheris state
JLYHQ WLPH DQG VSDFH 8VLQJ UHDQDQGV VW B@GVIDUW/E VBEW Y DI
about that mean is defined for a given field (X) such as 500 hPa temperatigepotential
height (Equation 6.1). The normalized anomaly (N) can be calculated using runningaheans
21-days and time periods of &D years depending on the length of the reanalysis dataset. For
the JRA25 reanalysis, a -3@ar period is chosen with-tdnes daily analysis and a 2y
running mean creating a pool of 2430 grids to process for the mean and standard deviation. The
NCERNCAR reanalysis (Kalnay et al. 1996) has gridded data since 1948. Scalarthadlds
have relatively normal or Gaussian distributions are readily converted intolizeir@nomalies
and includesealevel pressure, midand uppetropospheric temperature, geopotential height,
and wind speed.

61 N=(X- 1

There are significant advantages to utilizing normalized anomaly approaches f
comparisons of atmospheric fields over long time periods. The evolving background
climatology is accomplished with the centered or running means and overcomes tetehmi
of using strictly monthly means. The background thus evolves spatially and tempolly
allows for synoptic scale analysis and objective characterization of extremis @v a historical
context. Nevertheless, a data record of 30 or 60 years imstifficient to historically compare
tropical cyclones which are extreme anomalies against the background and cateaoni
dominate temporally averaged calculations as recently shown by Swanson. (2808her
disadvantage is that skewed distributions or atmospheric variables wittaltsnike surface
temperature and precipitable water will not be adequately characterizedthusingrmalized
anomaly framework.

6.5.1 Examples of phenomena objectively characterized by normalized anomalies
(1) Storm of the Century (March 1993). Mitbpospheric temperature and geopotential

height (500 hPa) are shown for the incredibly intense Gulf of Mexico cyclogenestdetbed
the Storm of the Century (SOC, Figure 6.13). An intense}(sigmas) cubff low pressure
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depression is situated north of the Hawaiian Islands as seen ascameotémperature anomaly
(Figure 6.13a) at 500 hPa and a height minima (Figure 13b)ofClatws are easily diagnosed
by searching the historical reanalysis for situatiomere colecore height minima are docated
(Maue and Hart 2007). The waisector or ridge downstream of the SOC is easily compared
against the coldector associated with the treble clef tropopause folding.

(2) Recurvature and extratropical tramsi of tropical cyclones (Figure 6.14: Typhoon
Tokage 2004). Several mitcbposphere features are apparent in theaatdmn synoptic setup
including Typhoon Tokage in the Western Pacific, two strongpffubws, downstream ridging
in the North Pacificas well as a strong continental trough over the southeast United States. The
warm core of Tokage shows up well in the #rigposphere temperature (Figure 6.14a) and
height (Figure 6.14b) anomaly maps compared to theawlel cutoff lows northwest of Haaii
and in the eastern Pacific. The configuration of the cut-off low east of Tokageasl &xample
of equatorward Rossby waleaking (Orlanski and Sheldon 1993, Harr et al. 2008) and
represents the anomalous intrusion of midlatitude air into the subtropics. The exinéd
satellite imagery shows the dynamical components of the-tax@e circulation and interactions
well (Figure 6.14c).

(3) Warm pools associated with extratropically transitioned tropical cyclones
(SupterTyphoon Dale 1996 and Hurricane Wilma 2005): During a -thee& period in
November 1996, Dale tracked along the subtropical high, interacted with the midlatitude
baroclinic zone and strong subtropical jet stream, and rapidly reintensified into eafydow
extratropical gclone after extratropical transition (Kelsey and Bosart 2006). The northward
track of Dale is not typical of transitioning typhoons which tend to take an easterilye after
reaching 4550°N latitude. An incredible poleward flux of tropical air definas a heat pool
(McTaggertCowan et al. 2007b) associated with Dale crossed the North Pole and abutted
Greenland clearly underlying the hemispheric impacts of the cyclone. Nogthahomalies of
300 hPa temperature clearly outline the anomalous nature of the poleward advected warm pool
(Figure 6.15a). A similar situation occurred with the recurvature of powertabGs 5 Wilma
in 2005 and its western North Atlantic upper-level warm pool (Figure 6.15b). Fre#earch is
suggested to understand timeractions between heat pools on longer time scales and link
tropical cyclone existence and decay to the modulation of Ergle-climate.

The evolution of warm pools is truly hemispheric in scale as exemplified by a
Hovmueller plot of 300 hPa uppklavel temperature normalized anomalies (Figure 6.16). Three
hurricanes are labeled that advected tropical air poleward: Katrina, Maria, &md.WThe
longitudinal extent is large and lotasting on the order of a week or more. The evolution of the
tropical warm pool associated with Katrina was described by McTaGgevan et al. (2007a).
Future research on the climate memory of warm pools is suggested.

At the surface, tropical cyclones are easily identified by extreme anomalseslevel
pressurgSLP). Against the normally high background pressures of the tropics, agassi
will not only make a large imprint upon the largeale circulation, but leave behind a c8I8T
wake for instance (e.g. Hart et al. 2007). As with the warm pools, aahpech anomaly
Hovmueller plot is used to analyze SLP in an average latitude bane26f Bt across the North
Western and Eastern Pacific and North Atlantic TC basins (Figure 6.17). rids sd 4
consecutive years is chosen from 1994 to 1997 with emphasis on the active TC months of July
November. These years highlight the change in basin activity in the re&steific and North
Atlantic after the 1994 season, and the effects of the extreme EIl Nifio of 1997. A compéanion s
of normalized anomaly plots are combined with the swath approach used in Chapter 3 to show
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the characteristics of individual tracks during the same 4 TC seasons (Figure @et®) the
swath map is constructed using the minimum normalized anomaly of SLP atrigapbigt in

the trgpical basins. Furthermore, the usage of relative vorticity could easily trackamf
Easterly Waves in this manner. Considerable further research is anticiptditedmations of
this methodology as higheesolution NWP reanalysis and operational n®dbecome
available. One such possibility is application of normalized anomaly techniquesEG &/ F

Ensemble Prediction System (EPS).

6.5.2 Application of normalized anomalies to climate model scenario output

With the production of a vaety of climate model scenarios associated with global
warming research, datasets are available to apply normalized anomaly techmiguesr ito
diagnose anomalous or extreme events against the evolving background climatologys Thi
critical since specific climate model scenarios with dramatic atmospheric wadonnigp carbon
dioxide increase may completely reconfigure the location and magnitude oftsdck®. More
simply, a typical midlatitude monthly mean 500 hPa temperature or geopotezightin the
year 2030 may be very cold compared to the same location in 2070 according to the climate
model.

ECHAMS5 simulated climate model output from the A1B emission scenario was abtaine
from the World Data Center for Climate, Hamburg (CERA) dio6rly temporal resolution.
Monthly means of 500 hPa geopotential height were calculated for 2 sepanaar 3teriods
from 20022030 and 2062090 (Figure 6.19 a,b). The difference between thime periods is
on the order of 100 meters and demonstrates ¢kevard migration of the midlatitude storm
track (Figure 6.19c). The background has changed considerably with approximatelygh@?o hi
heights at 500 hPa in the 208090 slice. Normalized anomalies of temperature and height at
500 hPa were constructed for October and November of 2077 based upon the background
climatology developed between 2061-2090 withd2y-centered means.

With an evolving climatology normalized anomaly framework, the frequency, intensit
and distribution of anomalguor extreme events can be quantitatively analyzed. Results from
ECHAMS for a simulated period (2077) indicate many extreme events that ddaare
exploration similar to those described in previous sections. Hovmueller diagrams of the
simulated clim&e normalized anomalies of temperature and height at 500 hPa show many cut
off low pressure depressions, tropical cyclones, troughs and ridges along a sablatpidinal
band (Figure 6.20). Prior to the snapshot of 500 hPa geopotential height (Fegyrand
temperature (Figure 6.21b) on October 25, 2077, a powerful ngederated typhoon
underwent extratropical transition and contributed to the highiplified downstream long
wave pattern. The configuration of ridges and troughs is typical ohstosam Rossbwave
responses to tropical convection and extratropically transitioning tropidaheygc(Hakim 2003;
Chang 2005).

6.6 Development of a Distribution Technique with Reanalysis Datasets

With the availability of large gridded reanalysis datasets, the normalizexhain
technique can be simply adapted to a distribution approach in which percentiles awedezhlcul
for a given atmospheric field. The significant advantage to a distributionagbpis to account
for fields such as surface tenmgeire which have lontails or extreme values. A window of-21
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days can be centered upon a given date to generate the number of samplesdatitimeofrthe
distribution.  An obvious disadvantage concerns {lived extreme events which will
necessarily dominate the tails especially with surface temperature.

Figure 6.22 demonstrates the applicability of the distribution technique-foete
minimum temperature from the NCEFCAR Reanalysis. A 2tlay centered mean is applied to
each synoptic time with 6@ears (1952009) of data accumulated to generate fis&idution.
Since the temperatures vary during greatly during the day, only the sameicsymnogs (e.g.
06Z) are included. This restriction reduces the number of samples availabiedguarters.
The coldest areas during the pastyéars will bedepicted as regions of si8o shading as
exemplified as the large pool of Arctic air descending into the southeast (Btdtes (Figure
6.22). The intrusion of the Arctic air mass into the Caribbean is truly remarkable amecord
event as defined ybthe minimum 2meter temperature recorded in the-y&ars of the
distribution. It should be noted that while record cold exists at a given location, caa@omit
anomalous warmth exissemewhere on the globe as well.

168



Figure 6.1: Operational forecast model analysis differences (RMSHOfbhPa temperature
(K) January— December 2009 (2Bourly) for GFS and ECMWEF deterministic models. Jan
Dec 2009 12 hourly RMSE.
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Figure 6.2: In situ observation coverage for April 1, 2009 from the Historical @nidegrnet

Data Distribution (IDD) Global Observational Data that are readily ingesténl data
assimilation systems of global operational forecast and reanalysis modaliagns. Buoy and

ship (red open squares), surface stations (gray solid squares), and radiosonde or sounding
stations  (open  blue circles). Data available and downloaded from

http://dss.ucar.edu/datasets/ds336.0/
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Figure 6.3: Reanalysis comparisons between JRA25 andI&ieAm for 500 hPa Temperature
(K) root mean square difference (RMSD) for three month periods (a) Septemmarember
2008 (b) December 2008February 2009 (c) March May 2009 and (d) June August 2009.
Figure similar to Langland et al. (2008) their Figure 3.
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Figure 6.4: Operational numerical weather prediction model forecast accaratye fpast 25
years: 500 hPa geopotential (Z) anomaly correlations for the (a) Northerispthere middle
latitudes from 20° to 80° N and (b) Southern Hemisphere middle latitudes from 20° to 80° S.
Image from the NCEP/EMC (global model performance statistics website:
http://www.emc.ncep.noaa.gov/gmb/STATS/STATS.html
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Figure 6.5: (a) Accuracy of ECMWF detemstic global model for the Northern and Southern
Hemisphere extratropical latitudes. The increase in anomaly careldir 500 hPa
geopotential height is demonstrated fed&/ (red) and &lay (blue) forecasts from 1980 to
2009. Monthly figures are shown along with-mdnth moving averages. Image from the
ECMWF Autumn 2009 Newsletter located ahttp://www.ecmwf.int/publications/
newsletters/pdf/121.pdf(b) Monthly mean (blue) and I®onth running mean (red) of the
forecast range at which the anomaly correlation for 500 hPa geopotential heigpérfational
forecasts falls below 60% for the extratropical Northern Hemispheregelfnem the ECMWF
news page of March 12, 2010 a&hdmark in Forecast Performance" located at
http://www.ecmwf.int/publications/cms/get/ecmwfnews/1268389540174
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Figure 6.6: 500 hPa geopotential heigfidy forecat error (average magnitude, meters) for 12
hourly forecasts of the ECMWF deterministic model for (a) December 200&bruary 2009
and (b) September — November 2009.
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Figure 6.7: Global forecast model 500 hPa geopotential height anomaly comnrdlatithe
Northern Hemisphere for November 2009 highlighting the forecast dropout around November 5,
2009 for all models.
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Figure 6.8: ECMWEF global forecast maximum absolute error (meters) in S0@dopotential
height for 6 consecutive-&ay forecasts (128ours) verifying on November 4, 2009 00Z to
November 6, 2009 12Z.
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Figure 6.9: Northern Hemisphere midlatitude absolutiayb (126hour) geopotential forecast
error (meters) for the ECMWF deterministic model. Times correspond tcettieation time
of the forecast with latitudinal averaging from-@8N.
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Figure 6.10: ECMWF flay forecast error (meters) in 500 hPa geopotential height for
consecutive forecasts (a) November 4 00Z (b) 12Z (c) November 5 00Z (d) 12Z (entéo\ve
00Z and (f) 12Z.
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Figure 6.11: ECMWF Ensemblerediction System 500 hPa geopotential height (a) standard
deviation or spread for the H#PS members (shaded, meters) latitude averages freBONBS
Times represent verification of theday forecasts. (b) Same as (a) except for snapshot for
forecast erifying October 29, 2009 12Z. Note the different color shading.
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Figure 6.12: ECMWF deterministic dynamic tropopause potential temperatube ¢hPVU
surface for (a) 12@our forecast initialized on October 24, 2009 12Z and verifying analysis (b)
at October 29, 2009 12Z.
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Figure 6.13: JRA25 normalized anomalies (sigmas) of 500 hPa (a) temperatufe)and
geopotential height at 06Z March 14, 1993.
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Figure 6.14: JRA25 normalized anomalies (sigmas) associated with Typhoon ToKdle at
October 15, 2004 for 500 hPa (a) temperature and (b) geopotential height and (c) a coincident
infrared image from geostationary satellites.
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Figure 6.15: JRA25 normalized anomaly (sigma) of 300 hPa temperature for November 16,
1996 00Z for (a) extratropically transitioned Typhoon Dale (1996) and (b) transitioning
Hurricane Wilma at 00Z October 26, 2005.
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Katrina

Figure 6.16: Hovmueller plot of JRA25 normalized anomalies of 300 hPa temperature for
August - October 2005 for the North Atlantic latitudinally averaged from 30°-45°N.
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Figure 6.17: Hovmueller plots of séavel pressure normalized anomalishaded, sigmas)
latitudinally averaged from°s 25°N for (a) 1994 (b) 1995 (c) 1996 (d) 1997.
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Figure 6.18: Setevel pressure normalized anomalies (shaded, sigma) minimurpant
values for the period July 15 to November 1 of (a) 1994 (b) 1995 (c) 1996 (d) 1997.
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Figure 6.19: ECHAMS5 (A1B) climate model output 500 hPa geopotential height (ineters
averaged for October 1 (a) 2001-2030 and (b) 2061-2090. October 1, 2001-2030, and 2061-
2090. (c) The difference between the twoy@a@+ averaged time periods (metershwvthe later
time period subtracting the earlier.
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Figure 6.20: Normalized anomaly Hovmueller diagrams of ECHAM5 (A1Bsomisscenario)
climate model output for 500 hPa (a) temperature and (b) geopotential heighttdteOl—
November 17, 2077. The background climatology is based updaytentered means of-30
years of data from 2062090. Latitudinal averages are computed frorft 3N to highlight
cold-core cutoff low depressions.
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Figure 6.21: Normalized anomaly snapshot of EGHA(ALB emission scenario) climate
model output for 500 hPa (a) temperature and (b) geopotential height at X time 2077.
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Figure 6.22: NCEMReanalysis distribution percentiles ofnfeter minimum temperature for
January 815, 2009 at 06Z each instance. A centered mean is appliedyem0(1952009) of
data at specific synoptic times.
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CHAPTER SEVEN
TROPICAL CYCLONES A ND CLIMATE

7.1 Introduction

Since 1995, the North Atlantic basin has experienced considerably enhanced hurricane
activity in terms of frequency, intensity, and duration (Goldenberg et al. 2001; Emanuel 2005)
On the heels of the exceptionally active 2004 and 2005 NATL hurricane seasons acahneurr
Katrina in August 2005, two higprofile studies appeared in the prestigious Science and Nature
journals discussing the impacts of increasingssgéace temperature (SST) on tropical cyclone
(TC) frequencyand intensity during the past-30 years. Webster et al. (2005) and Emanuel
(2005) both utilized the bestack datasets from the National Hurricane Center (NHC) and Joint
Typhoon Warning Center (JTWC) and various SST datasets to describe the appegaseim
intense TCs (Category 4 and 5) and TC power in the pagt@&@. Immediately after, a series
of papers (e.g. Landsea et al. 2005) questioned the validity of thdrdmstintensity
measurements for loAgrm climate studies finding that manyC3 may not have been
accurately estimated using the methods at the time. In the following few gedlsant and
vigorous debate continued on about the quality of globaltbesit data, the connections with
global warming and climate change, as wellirgsrpretations of climate modeling output in
terms of intensity and frequency changes in a warming world.

A recent review article by Knutson et al. (2010) in the NNature Geosciencgsurnal
brought together several researchers who had held dgigergpws in order to build a consensus
report on tropical cyclones and climate change. The goal was also to updateetnerdgtain
the Intergovernmental Panel on Climate Change (IPCC) fourth assessrpertt (#&R4,
Solomon et al. 2007). As with the recent record global TC inactivity (Maue 2009), cabseder
interannual variability in frequency and intensity make trend attribution stweigsdifficult
with our current datasets. Knutson et al. highlighted this uncertainty in attrilpatstgchanges
in TC to anthropogenic causes since the natural variability is so large. Sincestiradie
datasets are primarily a result of rate operational intensity and position estimates, their
accuracy and completeness have varied considerably during the past centartheWaunch of
geostationary satellite coverage in the 1970s, much global monitoring of tropatahes is
accomplished through Dvorak satellite methods (Velden et al. 2006). At times pashe
aircraft reconnaissance missions have sampled TC structure and directlyeddatnsities,
but not until 2007 with the advent of the Stepped Frequency Microwave Radiometer have
comprehensive surface wind observations been of high quality (Rappaport et al. 2009).

The IPCC AR4 concluded: "Is more likely than not that anthropogenic influence has
contributed to increases in the frequency of the most intense tropical cy(Bniesion et al.
2007)." However, Knutson et al. did not draw such a conclusion and summarized: "Specifically
we do nd conclude that there has been a detectable change in tropical cyclone metrics relative to
expected variability from natural causes, particularly owing to concdrogt dimitations of
available observations and limited understanding of the possible foleataral climate
variability in producing low frequency changes in the tropical cycloneicae&xamined.”
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Knutson et al. conclude that it is "more likely than not that global tropical storm freguell
decrease and more likely than not that the feegy will decrease and more likely than not that
the frequency of the more intense storms will increase in some basins." Aneteet r
assessment report under the auspices of the United States Climate Change Scgrace Pr
(Karl et al. 2008) concluded that it is "very likely that human induced increase imhgrese
gases has contributed to the increase in sea surface temperatures in the humtatien fo
regions”, and the "Power Dissipation Index in the North Atlantic is sulstairtce 1970, and is
likely substantial since the 1950s and 60s, in association with warming Atlantic §s@e sur
temperatures,” and that "it is likely that the annual numbers of tropicatsttwrricanes and
major hurricanes in the North Atlantic have increased over the past 100 y&ars,ia which
Atlantic sea surface temperatures also increased.” Knutson et al. did "not asSigely"
confidence level to the reported increases in annual numbers of tropical storiesnksrand
major hurricanes counts over the past 100 years in the North Atlantic" nor didrtiglpet the
Atlantic Power Dissipation Index increase since the 1950s is likely sulagtanti

This chapter contains research that was conducted prior to the new assessment or
consensus described in Knutsatral. (2010) but the conclusions throughout are qualitatively the
same. Indeed, using weltcepted metrics of TC activity, it will be shown that there is
considerable interannual variability and large amplitude changes in intensiyerfiey, and
durdion of storms. Accepting the besack data records as is, we make no attempt to correct
for heterogeneities. We do however discuss problems in using current and past atmospheric
datasets in trend attribution studies. One advantage of integrated metridsequency or
counts is that errors in TC intensity estimates are likely randomly disttityeteconsiderable
reanalysis of the bestack records must be done. It is a goal to introduce and expound upon the
two-pronged problem of understandinglr€'s role in climate and how the largeale climate
modulates TC activity on weekly to monthly time scales and longer. Severathmabli
manuscripts have resulted from this work.

7.2 Tropical Cyclone Activity Metrics

Two analogous metrics have been utilized in the literature to describe the enord®s
accumulated cyclone energy (ACE; Equation 7.1) and power dissipation (PDjoBqu)
which combine or convolve the intensity, frequency, and duration of seasatsEtvations.
ACE first appeared in the State of the Climate report for 1999 (Bell et al. 2000) agchtese
the square of the ofmainute maximum wind speed for eacinéurly tropical storm observation
while the PD index (PDI; Equation 7.3) utilizes thigbe of the wind speed. Emanuel (2005)
estimated the overall PD which includes information of the TC wind field or sizanigly
using the cube of the wind speed (instead of square as with ACE) and definedniaiteest the
power dissipation index (PDI). In the North Atlantic, Emanuel (2005) showed that the PD
doubled during the past 3@ars using TC bestack records.

The ACE and PDI metrics are convolutions of TC frequency, intensity, and duration as
reported in the historical record. For a meaningful analysis of past TC acthatythtee
parameters must be accurately measured and reported in the historiti@deahalysis of past
storms. Especially prior to the initiation of global satellite coverage of thé&d's/arceans,
aspects ofite TC climatology have likely been misreported, including missing storms and poor
intensity estimates (Landsea et al. 2006). Nevertheless, even with the uiedaassociated with
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the TC database, the integration of a season’s worth of lifecycles HDther ACE calculation
necessarily means that the duration component must dominate (Maue and Hart 2007).

w
71 ACE 3, °dt
o W
72 pD 283 T, [rdrdt

0 0
w

7.3 pPDI %3 dt

max
0

The integralof the power dissipation (PD) is dominated by the duration component
(Maue and Hart 2007) especially over a season or year in which hundreds of cyclone positions
are accumulated. Yet as demonstrated in several basins including the Nontic ANATL,

Kossin and Vimont 2007) and the Western North Pacific (WPAC, Camargo and Sobel 2005),
there may be meaningful and significantateEinships or correlations between intensity and
duration due to the genesis location and track (Kossin and Camargo 2009). The fodyer s
noted the prevalence of lotiged, intense Cape Verde hurricanes in the NATL during periods
when the Atlantic Medional Mode (AMM) persisted in a strongly positive phase during the
summer months. The latter study, among others, showed that intensé¢ratdngyphoons
developed closer to the International Dateline during El Nifio summers, whichriirailawed

for very-high PDI or ACE per storm as in the positive AMM situation in the NATL. In the past
decade, research has attempted to hone in on the climate mechanigmof®ilbbés for this step
increase in NATL hurricane activity since 1995. Goldenberg et al. (2001) publishelly hig
visible Science article that posited the role of the Atlantic Multidecadal Oscillati®fOjAN
describing the cyclical nature of active hurricane periods and decadal SSToevolihe basin.
Conversely, a series of higirofile studies have suggested that the upward trend in tropical sea
surface temperatures (SSTs) is caused by global warming and is dietstig with the increase

in NATL TC activity.

In 2007 and 2008, several studies injected additional uncertainty intodyeof TC and
climate change research, which can be broadly categorized as either modelisgroataimally
based. In the latter category, Kossin et al. (2007) utilized 25 years of gewstasatellite data
to objectively reanalyze the world’s TCm an effort to bypass the historical best track datasets,
which have been shown to be of increasingly questionable quality especially when
reconnaissance flights are absent. The results confirmed the upward trend LirhN#i€ane
frequency and intensity as shown in the observational studies of Webster et al. 42005)
Emanuel (2005) but failed to show similar increases in other basins. Thus, the paper was
heralded by many as a dissenting contribution to the hwmased global warming research.
Propaents of a linkage attacked the methodology of Kossin et al. (2007) which was based upon
Empirical Orthogonal Function (EOF) training of the objective Dvorak technique.evwin
September 2008, a new study (Elsner et al. 2008) used a variant of ébhgvebjeostationary
cyclone database in which they only examined the maximum intensity dimngytlone
lifecycle. Quantile regression procedures were applied to the resultiegsgries and also
correlated with increasing SST. The main conclusios thvat the strongest of Indian Ocean and
North Atlantic storms are indeed getting stronger due to global warming; howexeralse
assumptions are made which may not lead to such general conclusions. Briedlyriadeling
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category, the largscale clima# simulation scenario efforts of Knutson et al. (2008) and
Emanuel et al. (2008) BAMS reported results that did not agree with the drastases
extrapolated from the observational studies.

7.3 Validity of the Power Dissipation Index

To date, the power dissipation index (PDI) metric has not been independently validated
nor confirmed as an accurate estimation of the entiredimensional winefield calculated
power dissipation (PD, Emanuel 2005). The difficultly with this validation procedure iodue t
the availability of accurate and higipatial resolution surface wind fields in strong TCs. First,
Sriver and Huber (2006) attempted to use coarse reanalysis data surfacespecdally the
European Centre for MediusRange Weather Forecasting-y€ar Reanalysis (ERA40) with
1.125° grid spacing, to generate a long tseeies of yearly PD for the globe and individual
basins. This time series was also very closely correlated with NNCEZHR Reanalysis (NNR;
2.5° grid spacing) as well as various SST datasets (Figure 7.1). The authoedregaust and
remarkable correlations buttressed by support from Dr. Kerry Emanuel in an shpdbli
Critique of “Can We Detect TCs” by Landsea et al. (2006) which appeared in Soredcety
28, 20®. Emanuel writes:

The second result overlooked by Landsea et al. is a paper by Sriver and Huber (2006),
which uses r@analysis data to estimate TC power dissipation. Very little, if any, of the criticized
“best track” TC data is used in the 4@nalysis technique, yet the results of this exercise, when
normalized by the variance of theaaalyzed TC intensities, are very close to those reported by
Emanuel (2005) based on an adjusted stk data set. Although both the béstck data and
the reanalysis TCs can be criticized on different grounds, it would be a startling coincidence
they yielded the same result by accident.

In a comment ta@Geophysical Research Lettetdaue and Hart (2007) pointed out that
Sriver and Huber (2006) largely failed to examine the quality of the TC représentathe
reanalysis data and the authors’ claims made in a press release issued by PuatggyUmnere
incorrect. Maue and Hart (2007) repeated their data analysis and found that seveeal of t
conclwsions were overstated and indeed it was not a startling coincidence that gigsiealata
and bestrack data derived PDI overlapped. As shown in Figure 7.2, normalized PD time series
for each of two different reanalysis (JRA25, NNR) products neardylay during the satellite
era (since 1979) with the besack estimated PDI (red). In the response to the comment, Sriver
and Huber (2007) simply compared the ERA40 and PDI time series correlations befafeea
the satellite era, and upon finding significant differences, suggested tHaR&®0 data indeed
provided accurate longerm estimations of power dissipation. This finding was supposed to
prove that the ERA40 dataset indeed was able to adequately resolve Tavimddields
accurately duringhe twoseparate preand postatellite eras (~1979). However, as described in
Maue and Hart (2007) and a poster presentation atlthénternational Conference on
Hurricanes and Climate Change Greece(May 2007), and in Manning and Hart (2007), TC
representations (thermal and kinetic properties) within the¢beent reanalysis products were
woefully insufficientto deduce trends in areaeraged quantities on an individual cyclone or
longterm, seasnal basis. It is the duration component of ilb@-independertime series that
achieved the remarkable correlations between the reanalysis aitichblesterived PD curves.
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Figure 7.3 demonstrates that the maximum surface winds in three reanalgsitare
insufficient to distinguish between the background and TC winds adequately and capture
intensity information between secular SaBimpson categories. It is more appropriate to use
model levels higher in the troposphere at 900 or 850 hPa to capture more of the TC vorticity
field and hence stronger winds. The maximum wind speed for each- Saffy)son category is
reported in Table 1 for the reanalysis products for a 23 or 29 year period includingaheand
standard deviation. This reanalyderived maximum wind speed quantity would be used to
calculate the PDI or the wind speed cubed accumulated over a season’s worthfecyies.

It is clear that the reanalysis products fail to adequately distinguish let®afér-Simpson
categories. fe PD is calculated from a TC wind footprint or mean wind speed inside a given
radius, here 350 kilometers. The Mean V also reported in Table 1 shows suatlgityi of the
reanalysis products to adequately capture TC intensity characteridtics.not reasonable to
compare the preand postsatellite eras of TC reanalysis winds since neither period has been
shown to resolve TC winds correctly. This is not unexpected and also has been shown by
Bengtsson et al. (2007) who used a T159 climate modeilation similar to the resolution of

the reanalysis products. Indeed, the resolution was insufficient to adequatelyli@oaields of
hurricane intensities.

In summary, the TC power dissipation calculated from the ERA40 {2088) does not
independeny confirm the power dissipation index trends published by Emanuel (2005), which
only used the bedtack maximum wind speed estimates. Furthermore, the reanalysis products
used in Sriver and Huber (2006) do not provide a consistent, accurate, or robust representation of
TCs, which has been demonstrated by Maue and Hart (2007) and Manning and Hart (2007).
Recently, several new reanalysis datasets are in production including the Eurep&a's C
Interim Reanalysis (ERAnterim) and the NASA Modern Era Re$pectiveAnalysis for
Research and Applications (MERRA). While the TC representations are mpobved over
the previous generation of reanalysis datasets, further research is needed ifg tnomet
improvements, which include advancements in datamastion procedures as well as the
introduction of new remote sensing data sources. Thus, as improved data assimilation
procedures and more advanced computer systems are developed, it is expected that TC
representation will improve dramatically and tbalculation of various TC metrics such as
power dissipation statistics will be robust and consistent over the pastaB Still an
unanswered question arises that is addressed in the following section: how well deBs$ the
estimate of Emanuel (200%ctually represent the overall PD which requires accurate
information of the two-dimensional surface wind footprint?

7.4 Analyzing Power Dissipation

From Figure 7.4, two coincident typhoons in the Western North Pacific Ocean

demonstrate the variability in TC size (e.g. Merrill 1984). Typhoon Mireille, tigeedeof the

two typhoons, reached a maximum intensity of Category 4 and was observedalwitiorge
winds at radii of up to 1020 km. At the time of this GMSatellite image (Sept 22 1P962)
Typhoon Nat was nearing Taiwan and had top winds of 95 knotsnfonge) while Mireille’s
intensity was estimated at 110 knots. However, Nat's maximum radius of gadewimds did

not exceed 420 km, which represents 1/6 the surface area aBeMifBius, it is important to
acknowledge the size of the TC in calculating energy metrics.
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As presaged in the previous section, the independent confirmation of Emanuel (2005)
PDI (maximum wind speed cubed) requires an accurate representation -suirfi@ee wind
fields. A recent presentation at the annual American Meteorological Societg)(AMeting in
New Orleans (Maue et al. 2008) attempted to ameliorate this issue by usmgnttependent
data sources: the extended Best Track (Demuth etO@b)2H*wind (Powell et al. 1998)
analyses, and an objective infrared satellite size analysis based upon the eoleetigity
techniques of Kossin et al. (2007) and used in Elsner et al. (2008) among others. Again from
Equation 1, the average wind witha certain threshold is integrated throughout the lifecycle of
the storm to come up with the power dissipation. The tropical storm force or 34 knot wind
radius is used as a proxy for the “size” of the storm at least at the surfacke hakibeen shown
to be a good approximation (e.g. Dean et al. 2009). Thus, power dissipation from the H*wind
analyses or a similar higépatial resolution operational model dataset, which are gridded, is
straightforward using analysis software such as GrADS.

An example of a statef-the-art reanalysis product's (MERRA) depiction of TCs is
shown in Figure 7.5, which is the analysis at the same time as the IR satelliteinnkragere
7.4. The 900 hPa wind speed is shaded with radial contours of distance from theesit@m
indicated for Mireille, Nat, and the strong extratropical cyclone south oAligtian Islands.
The radial contours are included to correctly compare and distinguish sizegrbe¢hsethree
features since the map projection is not a@aserving The maximum 900 hPa wind speeds
with the two typhoons barely exceeds tropical storm force (34 knots) whilexthegropical
warmseclusion has winds in excess of Category 2 if measured on the Shaifison scale
(Figure 7.5bc). This MERRA data is slar in quality to the ERA40 data that Sriver and Huber
(2006) used to determine intensity trends in power dissipation or the analysis of TiGrestruc
change from the 1950s. Actually, Sriver and Huber (2006) usedel€r reduced winds from
the lowest reanalysis model level which is significantly less in magnitude tharhat legels
such as 900 hPa. Unfortunately as demonstrated, reanalysis datasets ratg inisuéicient to
solve this problem.

A different approach was first demonstrated by lsiggertCowan et al. (2007) and used
by Maue et al. (2008), Fritz (2009), and Yu et al. (2009). With objective cyclone profile
information, an idealized, modifiedankine vortex (reference) is used to construct the overall
two-dimensional surface wind field. The modified Rankine vortex expression can be
analytically substituted into the power dissipation (PD) equation (Equation 2) andjcentg,
PD (Equation 4) is expressed in terms of three quantities: maximum sustainedvandr{ute
average), radis of maximum wind (R), and tropical storm force radigs r . UHSUHVHQWYV
Rankine parameter.

7.4 PD(t) 2$DV3R2(—|75(rOE R9 %) E 2 3C

Preliminary results from the extended track data shows that the PD |dvetsaferage
for cyclone observations above 100 knots (not shown), which implies that size and intensity
(PD) are not well correlated at major hurricane status, which agrees neitioys literature.
This result is in accord with McClay et al. (2008) who found that the kinetic energy andiint
relationship has considerable variation on a seasonal and individual storm basis. @R3, th
versus the PDI for individual storms whiundergo eyewall changes (McTaggeowan et al.

198



2007) can illuminate structural changes that may be important for betteadtngcof landfall
intensity. An example from Hurricane Ivan (2004) of the surface wind fietigon is plotted

from the Hwind analysis (Figure 7.6) in a maximum wind speed swath map. It is clear that the
size and asymmetry of the wind field evolve considerably throughout Ivan’ydiéeevith
significant changes in the gale and hurricane force wind radii. The size anditytof the
cyclone is dependent upon many factors including the ocean surface temperature dyichginder
heat content as well as the atmospheric thermodynamic conditions (Emanuel A398pshot

at 01:30 UTC on September 13, 2004 for Ivan shows the very large wind field of lvan (Figure
7.6b). The average wind inside the-B¥bt wind threshold is 51.7 knots, which is then
multiplied by the area of 3Kknot radii to calculate the power dissipation (assuming a constant
drag coefficient). A similar windvgath map is shown for Hurricane Ike from the 2008 North
Atlantic hurricane season (Figure 7.7). lke’s translation speed was fash Ivan which
accounts for the fewer number of H*wind observations. The disruption by Cubay clearl
restructured ke into a larger, less intense cyclone but with increased gissipation due to the

size enhancement.

Thus, further exploration of the relationship between TC size and maximum intensity
required in order to independently verify the assertion made in Emanuel (2005) that €C pow
has indeed doubled over the past 30 years. The objective satellite rsadatgset developed
by Kossin et al. (2007) at the University of Wisconsin has provided several other paejimi
results. Additionally, the results of Webster et al. (2005) and Emanuel (2005) ted sitece
the strongest TCs or those that exceed 115 knots (maximum sustained winds) andraatedesig
Category 4 or 5, have reportedly increased in frequency during the pgesh0-

7.5 Global Tropical Cyclone Climatology

TCs require specific thermodynamic requirements including sufficieatsigface
temperatures as well as seedling vorticity disturbances. Figure 7.8 isity deag of TC
positions over the past 3@ars allowing for global comparisons. The most densely populated
region on the globe is the eastern North Pacific off the coast of southerroMeRite the North
Atlantic is rather diffusely populated by TC tracks. The Northern Hemisplaerenany more
TCs than the Southern Hemisphere. Figure 7.9 demonstrates that the spatial cokerage
Category 4+ TC observations is comparatively very small and concentrateecificsipopical
latitudes mainly the warm pool location in the western North Pacific. While the taotddeniof
categoryd+ observations is 3317 globally during the pasy&érs, the designation of a cyclone
only requires one such observation. Thus, the secular or categorization metrics aivil a
are considerably more sensitive to data quality than integrated or @etethmetrics. Thus, the
power dissipation variability and trends in these regions should be the most mhparfang
term maximum intensity trend diagnosis.

It is well known that the global TC activity of the pastygars (the satellite observing
era) has large interannual variability. Each respective TC basin is nemtiblaboth local and
global scale climate influences. For the Northern Hemisphere (NH) a®la,whe past 30
years show considerable variability but no significant upward trend (Figure 7.10a framn Ma
2009). Moreover, in 2007, the NH accumulated cyclone energy (Bell et al. 2000; ACE),
analogous to the Emanuel’s power dissipation index (PDI; wind speed cubed) but with wind
speed squared, was the lowest on record since 1977laiSietord low ACE values persisted
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throughout 2008 into the summer of 2009 when the effects of El Nifio began to accelerate
Western North Pacific typhoon activity.

During Dr. Clarke’s Equatorial Dynamics oceanography course in spring 2008, a term
projectwas selected that focused upon ENSO'’s effects upon TC activity, mainly in tlie Paci
basin. The initial research hypothesis focused specifically upon the iptemsit duration
distributions as a function of warm El Nifio and cold La Nifia events ingbiéid® The timeline
of the course matched closely with a reestigetngth La Nifia episode wrapping up in the winter
of 2007#2008. Thus, with the marked decrease in Pacific ACE, La Nifia was posited as a
potential largescale climate modulator of TC actiyi A manuscript eventually resulted from
this work. Published iGGeophysical Research Lettetdaue (2009) examined the relationships
between SST and Northern Hemisphere TC activity, which was motivated bsrh project.

7.5.1 ENSO effects on the tropical cyclone climatology

Considerable research has addressed the effects that the El Nifio Southkstio@sci
(ENSO) may have on global TC frequency, intensity, and location through a variety of
mechanisms. Gray (1984) showed NATL hurricane activiag worrelated with ENSO and
based a statistical seasonal forecasting technique upon that informatstern Pacific basin
activity tends to be enhanced during El Nifio years with a westward shift of mensantC
tracks while activity is overall supmsed in the NATL (Elsner and Kara 1999). Also, lower
vertical shear and greater ldevel relative vorticity is found during El Nifio in the central
Pacific (Wu and Lau 1992). An example of a Southern Hemisphere effects auear the
dateline in the South Pacific as equatorial westerlies expand with the morsagim fivoring
possible cases of twilC formation on either side of the equator (Ferreira et al. 1996).
Likewise, Ramsay et al. (2008) reported strong evidence that SST over the cwhtealstrn
Pacific is a main contributing factor to interannual variability of TC activity in thetralian
region.

The most widely recognized El Nifio effect on WPAC typhoon activity involves the
eastward migration of the genesis region towards the dateline. This breedimdj@s for the
development of longdived, more intense, and larger typhoons since they spend more time over
warm sea surface temperature (SST) and in a very favorable synoptic enviroemektgng
and Chan 2002; Carmargo and Sobel 2005). As described before, accumulated cyclone energy
(ACE; Bell et al. 2000) is the convolution of lifespan, intensity, and frequency and dsscribe
individual or seasonal TC activity. ACE is the summation of the maximum obsemedpeed
(6-hourly reports) squared during a storm lifecycle (Equation 1). Since each factor is not
independent, i.e. lonlived storms are typically more intense, the deconvolution is not unique.
Nevertheless, it serves as a valuable indicator of seasonal activity whatirarbasin’s activity
is integrated. As Figure 7.8 showed the normalized density of storm reports fror2 Q7 th
the WPAC basin with a clear maximum east of the Philippine archipelago and imoutlte S
China Sea. The easternmost maximum is highisetated with ACE (Figure 7.11) which shows
the convergence of frequent and higtensity TCs into this bull'®ye region. This is also a
typical recurvature latitude for typhoons which is also closely related thieé maximum
intensity. The genesis locations of Category 4 and 5 supertyphoons is indicatedopgrihe
circles overlaid on top of the TC ACE density (Figure 7.11). Indeed, the longks trathe
strongest typhoons originate further to the east, with only sparse gehasiense typhoons
west of 136E.
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Over the past 30 years, the WPAC has accounted for a nearly constant 55% of overall
Northern Hemisphere (NH) activity (Figure 7.10a). The remainder (~40%) has pliten s
between the Eastern North Pacific (EPAC) and the NATL, which meifisantly antk
correlated since 1976 with no trend. The author hypothesizes that the increase jniadtieit
North Atlantic since 1995 has removed seedlings or African Easterly Wavesf@mng the
EPAC, a preferential mode for development in combination with the local monsoon trough. The
NH ACE (Figure 7.10a) does not have a significant trend since 1976, which is during both a
known inactive period in the NATL (Goldenberg et al. 2001) and the WPAC (Chan et al. 2005).
Indeed 2007 and 2008 represented one of the weakest NH TC ACE periods on record nearing the
lows last seen in 1977. This is not surprising considering the typical negativts &f La Nifia
on ACE as experienced during the boreal summer and autumn of 2008.

7.5.2 El Nifio efects on genesis location in the Western North Pacific

Several mechanisms have been proposed to explain the differing behavior of TC
formation during and EIl Nifio episode: the enhancement of activity in the soatheasttion
of the WPAC basin. Chai1985) suggested that the effects of an anomalous Walker circulation
were responsible for enhanced air ascent in the central equatorial Pacific withiegrdpstent
in the west that likely dampened or suppressed convection. An example of this genvecti
asymmetry was presented in Clarke and Kim (2005) through time serieggofngutongwave
radiation (OLR). This eastward genesis shift is also explained by aniert@fithe monsoon
trough (Lander 1994). It is noted that the Walker circulation mechanism is stronigey tther
latter months of the year (Octobeecember) since many TCs form near the equator in a region
with ENSGenhanced or induced lolevel circulation anomalies.

When examining the relationship between ENSO anessdace tempatures (SST), it
is important to recognize that the sign and amplitude of equatorial Pacifi@ai@®8ialies may
change throughout the year (Wang and Chan 2002). For instance, during the devebtb@ment
El Nifio (1965, 1968, 1972, 1976, 1982, 1986, 1997, 2006), early seasenon@ai SST
anomalies evolved into pedikgh anomalies during the late season. After the El Nifio matured
(1970, 1983, 1992, 1995, 1998, 2007), the previous season’s warm anomalies progressively
cooled into the next peak TC period methodology of examining the behavior of TCs during
strong Nifios and strong Nifias involves a simple segregation edigm@a anomalous events
(Wang and Chan 2002). When moderate Nifios or Nifilas were chosen, much lessraésar sig
were apparent.

Although the total number of tropical storms formed in the entire WPAC does not vary
significantly from year to year, during El Nifio boreal summer and autumn, theesfrey of TC
formation increases markedly in the southeast quadrast A4, 140° E- 180°) anl decreases
in the northwest quadrant (380°N, 1202140°E). The JulSeptembemean locationof TS
formation is 6° latitude lower (Figure 7.12a), while in OcteB&cember, the genesis location is
18° longitude eastward in the strong warm versus strong cold years (Wang and Chan 2002).
Figure 7.12b is a scatter plot of the mdatitude of peak season (JuBeptember) WPAC TC
genesis from 196Q007 correlated with Nifio 3.4 SST anomaly (SSTA). The strongest La Nifias
(1973, 1975, 1988, 1998, 1999, 2007¢ $egher latitude development and are closely related
with negative Nifio SSTA while the strongest El Nifios (1965, 1972, 1982, 1987, 1997) all see
low-latitude genesis with much above normal Nifio 3.4 SSTA. The correlation is highly
significant with r =-0.72.
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This robust relationship between latitude and the extremes of ENSO ardaimidor
WPAC TC basin predictability and yield relationships much higher than one walditeut
segregating into strong events. Moreover, with implications for ACEavkeage lifespan of
peak season TCs is also highly correlated with Nifio 3.4 SSTA (r = 0.78, not shown). Thus, one
would expect considerably higher ACE during ElI Nifio years, which is borne out in the
observations presented partly in Figure 7.10a. Also important for ACE, during wans) ye
there is a significant increase in the frequency of northward recurving Tigsy ferm in the SE
guadrant of the WPAC and tend to recurve from northwestward to northeastward around 28°N,
135°E. The ratio is about 3 to 1 in terms of storms that reach north of 35°N and have the
opportunity to undergo extratropical transition when comparing strong warm and ezl y
Since the TCs avoid land, they continue to accumulate ACE throughout a longgridifeén
overall sumnary of the major changes expected is presented in Table 2.

7.5.3 ENSO relationship with anomalous SST

Li (1988) postulated that local SST anomalies influence the TC formation regions,
especially on interannual tirseales. However, deep convection depends on the critical value
of 28° C (Graham and Barnett 1987), which is found nearly everywhere in ti&€\Wépics
implying that atmospheric dynamics are fundamental to understanding senalemean TC
formation regions. Camargo et al. (2007) used NCEP reanalysis data to cacolatiéple
regression TC genesis index (Emanuel and Nolan 2004) and ceddudensitivity study to
determine ENSO'’s effect on global TC genesis. As a component of theigyamdex, the
maximum potential intensity (MPI, Emanuel 1988) of a TC is a metriccthvdtins both oceanic
(SST) and atmospheric information (vertical hdity and temperature profiles) and describes a
theoretical limit of a TC'’s kinetic energy (wind speed, pressure). It aawdfthat the WPAC
during an El Nifio year sees much weaker MPI yet the typhoon intensity is nyanigiutr.

This evidence does not support the Li (1988) hypothesis of local SST anomaly
influences, but suggests that El Niji@ar typhoons may actually come closer to reaching their
theoretical limit of intensity since their lifecycles are considerably medth Several papers
have investigated the influence of local SST versus-local SST such as NiA8.4 on
interannual typhoon activity (e.g. Chan and Liu 2004). While there is significandensetal
variability in WPAC typhoon frequency and intensity, no relationship is found negpect to
rising local SSTs (and none when ENSO is removed using partial correlatlgsignahan and
Liu 2004). The exception is the SE quadrant of the WPAC or the shifted genesis region.
Instead, here it is postulated that atmospheric teleconneaioENSO (e. g. Alexander et al.
2002) due to the warming of the central and eastern Pacific result in weakeal venear,
increased lowevel cyclonic vorticity, and higher moist static energy.

7.5.4 ENSO induced anomalous atmospheric circulation

The anomalous atmospheric circulation for warm events almost mirrorgothabol
episodes. The vertical motidmduced cooling in the tropics is primarily balanced by diabatic
heating (convection) on the seasonal mean timescale, and thdiagdelescending) motion is a
meaningful indication for atmospheric heat source (sink). During strong wears, the
organized anomalous ascending motion concentrates in the SE quadrant of the WPAC while
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anomalous descending motion is found in the NWdcaat. The converse is generally true
during a strong La Nifa.

Wang and Chan (2002) hypothesized that the anomalous heat source pattern in the
WPAC results from lower boundary forcing associated with the equatdsial &homalies.
During the warm yearghe equatorial central and eastern Pacific warming increases equatorial
convective heating near the date line and induces pronounced equatorialyvessiarhlies in
the western Pacific. Large meridional shears associated with the egjuatsierly anomlies
increase lowevel vorticity in the SE quadrant. Since the boundary layer convergence is
proportional to the 850Pa relative vorticity, the background vertical motion is well correlated
with the 856hPa vorticity (r=0.80). This increased background Hevel vorticity would
increase moisture convergence and by entraining potential vorticity in théomiegeTCs.
There is a higkcorrelation between 85@Pa relative vorticity and TC formation in the SE
quadrant. Figure 7.13 shows a composite difference between 7 strong El Nifio BiitaLa
events each of 850 hPa relative vorticity as well as vector wind anomalies (stesdmIThe
monsoon trough is highly amplified during warm events and westerly winds eaeycl
identifiable.The EINifio inducedcentral Pacific heating also generates a pair of huge anomalous
upperievel anticyclones on either side of the equator. At 500 hPa (not shown), therAggin t
is deeper than normal (warm year) as well as the subtropical anticycldme d¢eritral westa
Pacific. Northwesterly flow east of the Asian trough and anomalous southedisterbehind
the subtropical anticyclone generates strong ufgy@l convergence and may be responsible for
the observed descending motion in the NW quadrant. The deepening of the Asian trough also
provides a favorable steering flow for the TC recurvature around 135°E. Figure 7rh#ais si
to Figure 7.13 but for 200 hPa divergence. The ufgal divergence out of the region of
maximum anomalous heating is very robastwell as anomalous easterly winds west of the
dateline.

7.5.5 1997 Typhoon activity during El Nifio

The 19971998 El Niflo greatly enhanced WPAC typhoon activity over a variety of
metrics. While the overall number of named TCs was-aearage, tie number of typhoons
(23) was the highest since 1971 with 11 of those becoming “$ypleoons” (maximum winds
of 130 knots+), a historical record first (previous high was 7 in 1971, 1987, 1989, and 1991). As
seen with other strong El Nifios, the meangédesis location was displaced to the east (Figure
7.15a). Early in the year, persistent #@vel westerly winds developed at ldatitudes which
established a neaqguatorial trough across Micronesia. The chart of the SOI and SSTA (Figure
7.15b) shows the evolution from La Nifia to a very strong El Nifio with much above aveiiage SS
in the central equatorial Pacific. This environment was conducive for much abowal i
activity prior to July, the nominal beginning of the peak season. From the chart below, the
genesis locations of the 1997 season shows a cledalbwde and eastward oriented pattern.
The “El Nifio” box, as defined by Lander and Guard (2001), highlight the development of many
of the these storms, of which a preponderance of the most intense, meaning those that go on to
become super-typhoons, typically develop in this region during strong El Nifio episodes.

The uppeitropospheric wind pattern showed easterly wind anomalies over most of the
low-latitudes of the WPAC, which was almost the reverse of 1995 and much of 1996. Overall,
the 1997 WPAC TCs tended to be large, intense, and-rsloving or longlasting.  This
combination of a longer lifecycle and higher intensity contributed greatly thyperactive
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nature of NH ACE (Figre 7.10). Generally, the storms were singular in nature, highlighting a
possible different mechanism of pagnesis intensification and development as compared with

a nonEl Nifio year. Usually during the peak of the season, during-J@gtober, manylCs

can ceexist and possibly interact in the basin. However, during 1997, the storms tended to
develop one after another, but only after the previous storm completed recurvature Hred left
tropics, either undergoing extratropical transition or simglgaying over colder waters beneath
high-vertical wind shear.

During October of 1997, westerly winds continued to blow near the equator along 150°E
to 170°W which aided in the development of twin pegmatorial troughs and considerable
convection. Asthe convection bounded by the westerlies decreased, three separate TCs
developed, lvan and Joan in the NH and Lusi in the Southern Hemisphere (SH). Congentrati
on Ivan and Joan, the environment in which their nascent disturbances developed wasynot overl
favorable. Indeed, the convection had largely diminished, the monsoon trough had weakened,
and little monsoon flow existed to the south and west. Yet, Ivan and Joan began as poorly
organized areas of lopressure but evolved together into the strongastof ceexisting TCs
on record, attaining 160 knots maximum sustained winds within 12 hours of each other. Joan
remained at supdyphoon intensity for over 4.5 days, a record up to that time. It is an
interesting research question as to why the®ems attained such intensity even when
forecasters expected much less (Lander and Guard 2001). Likewise, the ifespah |of
Hurricane loke at similar intensity provided almost 20% of the 2006 yearly GH én its own
(loke ACE was 86).

7.5.6 Tropical cyclone feedbacks

A renewed interest in TC effects on ENSO, rather than the converse, has led to some
interesting arguments about possible feedbacks by typhoons on theisdalgesnvironment
which may lead ENSO reinforcement. The overall goal of such research is not onlyandlers
the largescale circulation characteristics which are favorable for TC develop but alse tj@ug
overall effect that the TCs may have on interannual variability of the etessphere system
in the WPAC (e.g. Sobalnd Camargo 2005). Observations indeed show a considerable SST
cooling in the wake of TC tracks on the order e5°® for the strongest typhoons. For
succeeding systems, this cooler SST may inhibit the maximum potential intensityu@man
1988) theoretically possible. Similar research with contributions from this autborpsed to
guantify the “memory” or the temporal scale of TC effects on the dscgke environment and
found that considerable MPI anomalies may exist for many weeks (Hart et al. ZDGig)is
largely accomplished through cooling and drying of the atmospheric column whichtésl riela
observed outgoing lorgave radiation (OLR) reduction; these are likely +horar feedbacks
of upwelled water along the TC track and cooler tHanatology SSTs. All of the preceding
examples of feedbacks are decidedly negative for future TC development and maximum
attainable intensity.

Sobel and Camargo (2005) suggested that during a relatively strong El Nifio examnt, si
nascent TCs develop i further to the east, westerly wind anomalies associated with the broad
circulation may in fact strengthen an incipient EI Nifio. The main mechanism is a
straightforward amplification of the uppecean SST anomaly in the eastern and central
equatorial Rcific. It is noted that this explanation is essentially the Bjerkenes (h968jhesis
with other mechanisms added. Thus, the main question is whether {imeltiiceéd equatorial
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westerly wind anomalies are of sufficient scale both spatially and indimentribute materially
to the ENSO. A simple deformation radius argument suggests thaéqestorial TCs could
generate equatorial westerly wind anomalies and project onto atmospherioriatjélvin
waves, however, further research is needed.

7.5.7 Predictability of Western Pacific and Northern Hemisphere ACE

Many studies have found no significant linear relationship between TC frequeneil ove
in the WPAC and ENSO, but strong nlimear forcings are fundamental to many successful TC
seasonaprediction schemes (Carmargo and Sobel 2005). First, ACE and ENSO are closely
correlated and significant correlations begin as early as February ofah@fya developing
ENSO event and last until as late as Majy of the following year (Carmargo and Sobel 2005,
their Figure 3). Second, as seen with ENSO, there are high simultaneougicos@éh ACE
but autocorrelation of Nifio processes is not suggested as the sole explanation foplthéastm
that ACE leads Nifio indices. These high simultarsecorrelations show that predictions of
Nifio indices are very valuable for WPAC TC prediction. The right column of Table 3 shows
significant correlations between ACE and Nifio 3.4 over the past 26 years Wwighlafilter
applied during Aprildune. Thus, several months prior to the peak of the TC season, this Nifio
index explains some variance, but not as much when the strongest eventsegatsggas
explained before.

Since Northern Hemisphere ACE was shown to be atye&0low during the periodf
2007 to the summer of 2009, the author hypothesized that the strong developing La Nifia
contributed to the overall dearth of TC activity. Not only were TCs weaker thartalogiaally
normal, but they were shdived, infrequent, and failed to recuras readily. Since the NH
ACE is a combination of the three major basins, the EPAC, NATL, and WPAC, using BHS
a predictor shows reasonable skill (r=0.57, Table 3). However, when the NHiREEdries
from 19822007 is regressed upon monthly avera§&I from ApritJune, a transhemispheric
correlation pattern is exhibited (Figure 7.16).

Figure 7.16 shows a striking highly correlated region (r>0.95) in the Gulf of Alaska, a
region of SSTs averaging 911°C during the boreal spring and summer, is surprising for a
couple reasons. First, the Gulf of Alaska is well away from the primary BERNI®g but near
the “node” of the major Pacific Oceandiatitude teleconnection patterns. Second, this region
shows a maximum correlation during Apdiine, well prior to the peak TC activity seen in the
NH. Hence, it may serve as a predictor for overall NH ACE, while other predicboid be
used for individual basins. By simple deduction, vpedicted basins such as the WPAC and
EPAC could be subtracted from the NH whole to back out the NATL hurricane activhg in t
following fall. This implies that there is a finite amount of ACE or TC energy whidhbe
released during a given year, which is not necessarily in accord withaams séudy. Frank and
Young (2007) found no evidence of compensation between separate basins, meaning anomalous
activity in one basin did not portend opposite or similar behavior in another. However, this does
not rule out the role of interannual variability such as ENSO to regwatall NH (and global)

TC activity. This research motivated a further examination of Northern ldkeris TC activity
as described in Maue@?9) and the following sections.
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7.6 Northern Hemisphere Tropical Cyclone Activity

Recent historical Northern Hemisphere (NH) TC (TC) inactivity is congpaveh
strikingly large observed variability during the past three decades.yYetals ofthe combined
activebasin NH accumulated cyclone energy (ACE) are highly correlated witalbspring
seasurface temperature (SST) in the North Pacific Ocean and are represeuoitativ evolving
dualgyre, transhemispheric correlation pattern throughdhe calendar year. The observed
offsetting nature of Eastern Pacific and North Atlantic basin ACE during thehpastdecades
and a strong dependence combined Pacific TC activity upon the EQdifihern Oscillation
reflect the interrelated modulaticof overall NH integrated TC energy by larggale modes of
climate variability. Thus, the quiescent period of overall integrated NH TC AfENcing
throughout 2008 is not unexpected in the context of previous periods of colder Pacific SSTs.

7.6.1 Mainfindings from the Maue (2009) study:

. Northern Hemisphere TC ACE is exemplified by considerable interannuabigy. During
the past 3§ears, calendar year 2007 produced the |lowe€dE with unusually weak TCs
throughout the major active basins (Figure 7.10).

. The North Atlantic (NATL) and Eastern Pacific (EPAC) basins have largelyensated for
each other during the last-3@ars in terms of integrated TC activity (Figure 7.17). Both basins
have significant but opposite trends with basin activity markedly changinglfé@dhto 1995.

. In the NATL, filtered seasonal totals of ACE are poorly related witls@Ns shown by weak
correlations of AugusDctober Hadley Centre SST (Rayner et al. 2007) in the tropical Pacific
with NATL ACE (Figure 7.16a). Its apparent that the global warming trend inogaquency

NATL SSTs is exceptionally well correlated with the upward trending NAXQE (or PDI)

from 19812008, which has been demonstrated by Emanuel (2005) for the NATL main
development region (MDR). However, the similarly high correlationaustral winterin the

South Pacific demonstrate the difficultly in attributing NATL integrated TC metrics to
coincident trends in local SST (Kossin and Vimont 2007; Vecchi and Soden 2007b; Swanson
2008).

. The entireNH ACE and global SST correlation map (Figure 7.16b) for the period-2081
exhibits a striking trankemispheric scale, double gyre structure with very high correlations in
the North Pacific durin@poreal spring(April-June).

7.6.2 Discussion

“It is not clear why the number of global cyclones each yea®(@Mas remained a long-
term constant of nature. Previous analysis showed that the interannual Yarniabérgescale
climate patterns affected TC formation regions and intensity in differayd y#rank and Young
2007]; this conclusion is clearly in accord with previous TC climatology studiesdingl the
results presented here. Global and NH ACE are not a constant of nature [Klotzbach raD06], a
undergo significant variability as exemplified by the tepid totals of 2007 and 2008. Thus, t
enhanced longevity and proclivity of intense TCs dominate inafled active years, which
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contribute considerable ACE, are the result of genesis location shifts and tHeciddene
prevailing environmental conditions such as weakened vertical shear modulated kscédege
climate variability.

The structure of the Pacific correlation pattern of SST with NH ACE swugdlat
considerable predictive information for the upcoming NH TC year is present in lspread.
Furthermore, when acknowledging the role of ENSO in modulating WPAC+EPACJE A
winter midlatitude storm activity imprinting upon boreal spring NP SST, and theeiated
basin climatology described above, NATL ACE activity falls out assedualof the NH minus
WPAC+EPAC ACE total. This suggests an additional null hypothesiseoN#TL global
warming and hurricanes puzzle: the NATL increase in activity since 1995tisfdargescale
hemispheric climate variability with clear association to the ERg&insta backdrop of local
and relative NATL tropical SST increases.

To understand the evolution of TCs in a future climate, an adequate understanding of the
mechanisms controlling current and past TC activity is critical to identifyingtlgxatat
features of climate will indeed change, especially in the Pacific basin (VeccBioaleth 2007a;
Vecchi et al. 2008). The evolution of NP SST signals may provide a fruitful ardarfoer
research into climate modulation of global TC variability.” Recent findings fShakun and
Shaman (2009) show that the Pacific Decadal Variability (PDV) on eitheokitie equator is
strongly similar suggesting that the Pacific Decadal Oscillation (PDO) maysb&ibwed as a
reddened response to ENSO. Furthermore, Shakun and Shaman (2009) postulate that PDV is a
basinrwide phenomena driven from the tropics into both hemispheres. Thus, there may be
significant implications for the relationship between PDV and the PDO in dgemignaglobal
TC ACE or other metrics of TC activity.

7.7 Recent tropical cyclone ACE and future research focus

Future research will continue to monitor global ACE in #teéak as cyclones develop
throughout the year. As of March 2010, global and Northern Hemisphere TC ACE levels are
near their lowest levels in 3@ars when calculated on a-&%nth running sum tie scale
(Figure 7.18). A 24month running sum is chosen to include the Southern Hemisphere TC
season which straddles the calendar from October to April, and is reflectivaenf agtivity on
the timescale closer to ENSO (=2 years). The lovlevels of TC ACE are indicative of a
recent spate of lowvACE TCs or those with low maximum intensities and shorter durations often
forming near to land or immediately disrupted by unfavorable atmospheric condilibos, the
investigation of ACEperstorm is a pority in order to validate the conclusions of Elsner et al.
(2008). Based upon the objective satellite reanalysis of Kossin et al. (El6igr et al.
concluded through the use of quantile regression that the most intense global Tikeede
getting stronger. However, no explanation was provided in terms of -tnge climate
modulators that may be responsible for affecting maximum TC intensity. tighseabout the
guality of the data also remain.

It is advantageous in many research situationsat@ thomogeneous and accurate data,
and TC intensity estimates are no exception. After the Emanuel (2005) and Méebst€2005)
high-profile papers iMNature andScience several comments resulted (e.g. Landsea et al. 2006;
Chan 2005) questioning theitbility of besttrack records being used for climate purposes in
addition to methodology concerns using that data. These studies among others only utilized
NHC and JTWC bedracks while ignoring data from the rest of the world’s Regional
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Specialized Mteorological Centres (RMSC) and TC Warning Centers such as Tokyo,liaystra
and Reunion. The International Best Track Archive for Climate StewardsHipA@S) project

was initiated in order to accumulate the world’s TC data in one handy location (Khabp
2010; Levinson et al. 2010; Kruk et al. 2009). While we recognize that there are significant
differences in many TC intensity estimates especially when comparpigpdyg maximum wind
speeds, consider reanalysis of the historical record must deated prior to ascribing certainty
bounds on the accuracy of the beatk data (e.g. Kossin et al. 2007). The IBTrACS dataset
will be an invaluable resource for determining which TCs should receive addetoatand

focus with regards to intensityamalysis.

7.7.1 Northern and Southern Hemisphere ACEper-storm

As a cursory result of research to be presented at the 2010 AMS Tropical Goafere
Figure 7.19 (top) depicts the Agierstorm as a function of the maximum attained wind dpee
for each NH TC from 1972009, which includes 1831 individual storms that reach at least 34
knots once during their lifecycle. The following statistics are glearoed fhis ACEperstorm
dataset:

The total ACE during the 3fears is 17570 units (one ACE unit is*3@s”) and the average
Northern Hemisphere ACE per year is 560 with considerable variability. ThagavACE per
storm is 9.5.

797 TCs or 44% do not reach hurricane strength (> 64 knots)

527 (507) TCs reach maximum intensities of9%4(100+) knots or nemajor (major) status on
the SaffirSimpson scale

The median ACE value is 4.86 and the 917 TCs below this value contain only 10% of the
historical ACE collectively.

At the other extreme, the highest 278 or only 15% of TC A€Estorm out ofthe total account

for fully 50% of the historical ACE during the past-dars. This involves TCs with an ACE
perstorm of greater than 20.

Of the TCs that obtain an ACE of greater than 20, the average (median) maxirensitynt
attained is 128.5 (130) knots or strong Category 4.

Category 3+ TCs or those that reach at least 100 knots (n=507) have an average2®@CE of
with a sigma of 11.5 and account for 68% of historical ACE collectively during the past 31
years.

The previous calculation for Category 4+ TCs or those that reach at least 115 ki3&t3) (n=
account for 54% of historical ACE.

Hurricane loke (2006) holds the current record for most ACE of 86 due to its very &ahkg tr
through the Pacific Oceaat major hurricane status or higher. Figure 7.20 highlights the long
track of loke. There are similar TCs that complete a {Rawsfic track beginning in the EPAC
and end in the WPAC including Paka (1997) and John (1994).

The step increase in NbrAtlantic hurricane activity is easily noticeable across a wide
variety of metrics. When separated in two periods of 1191 and 1992009, there are
significant differences between ACE per storm and frequency. The firetigeas 141 out of a
total of 354 storms or 40% of the 3/far total and 35% of the overall ACE. The average ACE
perstorm is 8 (10) during the first (second) period. Indeed, 50 (102) Atlantic hurrieac@snt
for 50% (75%) of the ACE during the past-gdars, which is reflecte of the vast range of
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storms in the basin. Some are very weak and -shwétion, while others are impressive Cape
Verde Category 5 monsters. The median Atlantic storm ACE is 3.8. The range éxtende
0.1225, which is one 3knot wind speed observation forh®urs to 70.38 for Hurricane lvan
(2004). Thus, the usage of a frequency metric may not be appropriate for alleclimat
applications. Landsea et al. (2010) investigated the increasing frequencyy cfheetlived
storms in the NATL and found that technological advancements such as QuikSGATavea
contributed to TC detection during the past decade.

With the increase in the North Atlantic, a concomitant decrease has occurred ortthe N
Eastern Pacific (EPAC). Again, separating the twansasums into two periods before and after
1995 vyields a significant difference in TC metrics. Of the 501 storms during the20999
period, 293 occur prior to 1995 and 208 afterwards. 60% of the period's ACE occurred during
the first 16years. When # EPAC and NATL are treated as one extended basin, the overall
trend in seasonal ACE vanishes as the-$tep changes cancel out. Recently, Kossin et al.
(2010) used a clustering methodology of NATL storm tracks and found a shift toward
proportionally moe deep tropical systems rather than baroclinic induced systems in thdaarly
mid-1980s. A reasonable avenue of future research would involve relating thesentragksc
to more El Nino's rather than La Nina's and a positive Pacific Decadal @scilladex since
the late 1970s and early 1980s and relating the EPAC track changes (if anieviNtiTL.

The change in behavior of the North Atlantic between 1994 and 1995 has been discussed
by several studies (e.g. Goldenberg et al. 2001). A brief disoussmotivated by the large
disparity in TC ACE during each JulyOctober period in 1994 and 1995 in the Northern
Hemisphere. The EPAC (NATL) ACE dropped (increased) from 180 (13) to 100 (241) while
the WPAC fell from 361 to 210. Overall, the NH sawitar overall activity with the basins
compensating for each other in terms of ACE. A reasonable hypothesis is thud: pdsiés
activity in one basin inhibit or contribute to activity in another. Through what lacgée
climate mechanisms would thigke place? The most apparent change between 1994 and 1995
was the transition from the strong, extended EIl Nino period of-1996 (Trenberth and Hoar
1997) to a rather weak La Nina. Goldenberg et al. report on possible changes in Viwr béha
African Easterly Wave development due to local thermodynamic factors such as SSTass wel
longerterm multidecadal variations attributed to the Atlantic Multidecadal Oscillation (AMO).
Considerable debate has continued during the pagedi@ about the rey of such an AMO,
but that is beyond the scope of this dissertation.

This avenue of research is motivated from the considerable variability in d&ydié
properties across the global basins. It is true that stronger TCs in ternaxiofum intensity
attain higher ACE but also see more variability in that metric. The Southern phemasACE
perstorm is shown for comparison purposes (Figure 7.19 bottom). The population of SH storms
from November 1978 through April 2009 is 793 TCs that exceed 34 knots maximum sustained
oneminute winds according to the archived JTWC BEstck TC data. It should be noted that
there are many missing storms in the #iemtk database and this data is not considered of
sufficient quality to deduce lorgrm trends. SH storms tend to be fewer in frequency than their
NH cousins but can be just as intense and-lasting especially in the Southern Indian and
Southwest Pacific basins. Here are some statistics similar to the NH presamtedkeeping in
mind the data quality issues:
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During the past 3@ears, SH ACE has totaled 6235 units spread over 793 storms for an average
of 7.9 ACE per storm, which is less than the NH. The median value of ACE is 4.3, alsg slightl
less than the NH.

A total of 58 TCs have exceeded an ACE of 24 and are plotted in Figure 7.21. The majority of
the strongest storms occur in the Southern Indian Ocean with fewer neadidwstcain the

South Pacific. Storm number 58 with an ACE of 24.0875 was Hamish from March 2088 off t
coast of NE Australia. Its maximum sustainechibute winds were 135 knots. The average
year of occurrence is 1996 for these top 58 TCs.

The SH storms with the most ACE including the season of occurrence &k (0W05; 47),

Hudah (9900; 45), Albera (8990; 45), Helinda/Pancho (9%7; 42), Elinor (8283; 41), Litanne

(93-94; 40).

In terms of maximum intensity, there have been 19 storms since 1979 that have attained
Category 5 status or greater than 135 knots. 7 TCs came close at 135 knots, 15 more at 130
knots, and 22 others at 125 knots; all powerful storms in their own right. The most intense wind
speed estimated belongs to Monica near Australia (Figure 7.22a at maximuosityrAgril 24,

2006) and Zoe in the Southwest Pacific Ocean (Figu2gb at maximum intensity December

28, 2002) each at 155 knots, respectively.

Exploration of the largascale climate modulating effects on TC tracks, intensity, and
frequency has picked up stream during the past several years with redesd demortsating
connections. Additional research is underway to ascertain the climate modulespossible
for interannual variations of this ACerstorm distribution (e.g. Maue 2010).

7.7.2 Recent global downturn in tropical cyclone activity

It is criticd to understand the larggeale climate modulations responsible for the
dramatic reduction in global TC activity during the past thyesrs. Figure 5.18 shows the time
series of global and NH TC ACE from 192910 on 24month time scales or running sums.

The top series is the global total while the bottom is the NH portion with theetifferor shaded

region representing the Southern Hemisphere contribution. Just as the 1990s espra@sent
period of increased ACE, the most recent several years are characterized by deptessed
Nevertheless, during this depressed period, there are spurts of TC actiwitying in multiples

across the basins of the NH, for example. During the past 376 months from Jan 1979 to Feb
2010, there are many months thatve no ACE recorded, and this is expected during much of
the cold season.

72 months recorded no ACE and 130 recorded less than an ACE of 10. Thus, 1/3 of the months
during the past 31 years have not seen TC activity, especially during the mamtts.

The most prolific month of TC ACE activity for the NH is September, when SSTs and
atmospheric conditions are the most conducive for frequentléstigg, and intense TCs. The

top 8 of 10 months overall from 192809 are Septembers (2003, 1987, 1997, 1995, 1996,
1992, 2005, 2004), respectively.

During 2007 to early 2009, the Earth's climate has cooled under the effects of aadramati

La Nina episode (and possible setgrcle minimums e.g. Lockwood et al. 2010). During La
Nina warm seasons, thadéific Ocean basin typically sees much weaker TCs that indeed have
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shorter lifecycles and therefore I68€E (Table 7.4). Conversely, due to wedsearched upper
atmospheric flow (i.e. vertical shear) configurations favorable to Atléiticicane devejament

and intensification (Gray 1984), La Nina falls tend to favor very active seasoms Atlantic

(El Nino years are the converse, with must less activity, as forecaStadyyand NOAA for
2009). Thus, the WPAC and EPAC tropical activity was well below normal in 2007 and 2008
(Table 7.57.6). The Southern Hemisphere (SH), which includes the southern Indian Ocean
from the coast of Mozambique across Madagascar to the coast of Austvalidhe South
Pacific and Coral Sea, saw below normal activityvali in 2008. During the 2008009 TC
season, the SH ACE was about half of what is expected in a normal year, with adewfit

very weak, shoftived TCs. All of these numbers tell an intriguing story: just as there are active
periods of TC activity around the globe, there are inactive periods, and the period from 2007
2010 is currently one of the most impressive inactive periods during the pastl skedes.

The causes and implications of this record inactive period are important to undemstarmasi

of correctly describing the natural variability in the climate system prior teibasg
anthropogenic influences.

The preceding research describes the need for more accurate TC intensitgimigta g
forward including information about size as well as wind speed. As reanalyaseaimprove
along with the data assimilation techniques used to process satellite data, enpezrbetter
model representations of TC structure, which will enable the Power Dissipatiex as well as
the AccumulatedCyclone Energy index to be adequately tested as true measures of a TC's role
in climate.
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Table 7.1: North Atlantic satelltera surface wind speed (m/s) for the ERA40 (12091) and
JRA25/NCEPR (1972007). Left is the mean and standard deviation of the maximumei€r
surface wind speed (Max V iMsinside a 350 km radius circle for each Safimpson category

as indicated by TC positions reported in the {estk dataset. Right is the mean and standard
deviationaveragesurface wind speed (Mean V Msnside a 350 km radius circle. The latter is
used within the TC footprint to generate the power dissipation metric.

Max V. NCEP JRA25 ERA40 MeanV NCEP JRA25 ERA40
TS 13.3+3.4 15.7+3.4 153+44 TS 8.0+25 9.7+2.7 9.1+3.1
Catl 14.0+3.4 19.0+3.6 16.6+4.4 Catl 9.1+26 124+3.1 10.3+3.3
Cat2 13.8+3.4 21.1+3.3 16.1+46 Cat2 9.0+24 13.7+2.5 10.2+3.5
Cat3 15.0+3.6 224+35 17.2+443 Cat3 10.0+2.8 14.1+2.7 11.1+3.4
Cat4 152+4.0 229+29 17.1+44.0 Cat4 10.0+2.8 14.2+2.7 11.0+3.1
Cat5 17.4+3.8 23.6+3.4 189+35 Catd5 11.4+2.6 14.4+2.7 12.4+3.0
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Table 7.2: A summary of the major effects seen between the strongest El Nificoagdss La
Nifia events during the past 40 years as explained largely in Chan and Wang (2001).

Effects El Nifio
Early Season TC Formation Suppressed after
(JanJuly)

Mean TC Life Span (Wang anc 7 days (total season 159)
Chan 2001)

Fall recurving storms or those 250% increase over Nifia
that exceed 35° N latitude.

Formation Region (Figures SE Quadrant

5.12a,b) [5°-17° N, 140° E-180]

31 vs. 2 for Nifio vs. Nifa
74% formed south of 17°N

Late Seasonal TC Formation Longitude to the east

213

La Nifa
Enhanced

4 days (84 days)
1

NW Quadrant
[17°-30° N, 120¢°-
140°E]

28 vs. 7 for Nifa
vs. Nifio

75% formed
north of 17°N
NW quadrant



Table 7.3: Relationships between ACE and SSTA in the North Pacific $84°N, 210°E
225°E] and the Nifio 3.4 region. Bold is significant at the 99% level. Italics at 95% level

Basin Correlation (NPAC) Correlation with NINO3.4
SST AMJ (5°N5°S, 120°W-
19822007 (12-1 170°W
filter

Northern 0.94 0.57

Hemisphere ACE

Western Pacific 0.88 0.60

ACE

East Pac ACE 0.18 0.47

Atlantic ACE 0.23 -0.30
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Table 7.4. ACE statistics during the months of Julyecember for 2002009 for the Northern
Hemisphere as a whole (including the Northern Indian, Western NorthcP&aktern North
Pacific, and the North Atlantic basins).

2009 2008 2007

July 16 85 33
August 126 57 110
September 84 136 85
October 144 39 51
November 54 17 55
December 5 10 1
Totals for Julybec 428 345 335
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Table 7.5: Accumulated Cyclone Energy (ACE) for the years -200B for the Northern
Hemisphere tropical cyclone basins. Calendar year values are reported.

2009 2008 2007
Eastern Pacific 128 82 53
North Atlantic 52 144 72
WPAC + NIO 281 204 261
Total NH 461 431 386
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Table 7.6: 3@year climatological ACE averages (19Z2908) for the basins of the Northern
Hemisphere for the months of JulyOctober. For the NH overall, the JuDctober average is

430.

Eastern Pacific
North Atlantic
WPAC + NIO
Total NH

August
34

26
57
117
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Septembel
37

52
65
154

October
18
14
59
90



Figure 7.1: From Sriver and Huber (2006), their Figure 1. Caption: “Power dissipation
guantities for the ERA40 periotl9582001, global PDI (gray curve), and PDI for the North
Atlantic and Western North Pacific (red curve). The blue curve is the PDI defriom
Emanuel (2005) bestack data. The curves were filtered and normalized with the respective

standard deviatits of the detrended time series.”
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Figure 7.2: Normalized comparison of Reanalysis PD vs Best Track PDI fronr20979 The
results from the ERA40 are quantitatively and qualitatively the same. Tiredation between
the respective reanalysis PRceeds R =0.90. Similarly, the correlation between the BT PDI
and Reanalysis PD exceeds 0.90. As shown in Maue and Hart (2007), an arbitrary eondtant
(blue line, Figure 1) can be usatsteadof reanalysis data to arrive at the same conclusion
(R>0.9) with increasing agreement after 1973.
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Figure 7.3: Maximum l@neter surface wind speed (knots) for the period JulyCictober 31
2001 for ERAInterim (top) ERA40 (top) and the year 2007 for JRA25 and NCEP Reanalysis
(middleand bottom).
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Figure 7.4. GM#A IR satellite imagery from JMA (courtesy of Digital Typhoon): Typhoons
Mireille (TY19) and Nat (TY20) at Sept 22 1991 06z with a powerful extratropybe in
the North Pacific.
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Figure 7.5: MERRAanalysis of 925 hPa wind speed (knots) for Sept 22, 1991 at 06Z
corresponding to the IR imagery of Figure 7.4 with annuli centered upon the respgciive c
sealevel pressure minimum. The warm seclusion and Typhoon Mirelle are zoomed for

comparison.
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Figure 7.6: (a) Redaime H*wind Ivan 2004 maximum wind speed swath (> 34 knots) analysis
(left) for H*wind analysis/observation times from 06:30Z September 6 to 07:30Z Septdd
and (b) H*wind September 9 01:30 Z surface wind analysis (> 34)knots
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Figure 7.7: Reatime H*wind maximum wind speed swath (> 34 knots) for Hurricane lke
(2008) from 19:30Z September 5 to 16:30Z September 13 (56 individual analyses).
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Figure 7.8: Density of TC positions in the various basins [2.5x2.5 degree bin sizedl] for a
position points that are tropical in nature and exceekin®4s oneminute wind speed for 1979
2008 from the JTWC+NHC betiack datasets.
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Figure 7.9: Density of TC positions in the various ba$h5x2.5 degree bin sizes] for all
position points that are tropical in nature and exceeekbdts or Category 4 (oAminute) wind
speed for 1979-2008 from the JTWC+NHC beatk datasets.
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%

Figure 7.10: (a) Raw values of Northern Hemisphere and individual basin ACE from-1976
2009 (shaded bar chart). The stacked bars include ACE for the Western PacificheriNort
Indian Oceans (WPAC+NIO) (bottom), Eastern Pacific (EPAC,middle), andh N&tlantic
(NATL, top; darkest) basins. (b) Ratio of NH ACE occurring in the EPAC+NAT parcent
from 1976-2009. Updated from Figure 1 of Maue (2009).
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Figure 7.11: (a) Normalized ACE density map for all WPAC TC positions and itesnsi34
knots in 2.5°x2.5° bins with the shadimgagnitude according to the colorbar. The black open
circles are genesis locations (first tropical storm observation) @gGat 4+ typhoons for the

period 1979-2008.
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Figure 7.12: (a) WPAC scatter plot of genesis regions for TCs duringetile season (July
September) with selected individual years highlighted. (b) WPAC sqateof Nifio 3.4 SST
anomaly and 196Q007 mean seasonal genesis latitude during the peak season (July
September). Individual years are indicated on the plot.
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Figure 7.13: El Nifio- La Nifia composite relative vorticity anomalies (x1€% at 850 hPa
(shading)and anomalous vector wind streamlines using NCEP/NCAR rearddyaifrom 1965
—2007. The 7 warm years chosen are 1965, 1972, 1982, 1987, 1997, 2002, and 2006. While
the 7 cold years are 1970, 1973, 1975, 1988, 1998, 1999, 2007. NCEP/NCAR Reanalysis data
obtained from the Climaterediction Center.
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Figure 7.14: As in Figure 7.13 but for 200 hPa divergence (shaded, scaled}.2e6 s
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Figure 7.15: (a) As in 4a, genesis location for 1997 WPAC TCs. Oliwa and Pakatéamsla
from the Central Pacific. The Blifio box is denoted by the dotted subsection south of 20°N and
east of 160°E. The symbols indicate solid dots = Jadul 15, open triangles = July 360ct

15, and X = Oct 16- Dec 31. (b) Monthly mean anomalies for the eastern equatorial Pacific
SST(°C hatched) and the Southern Oscillation Index (SOI) (shaded) for the pericd 9BR6
(From Lander and Guard 2001).
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Figure 7.16: (Top) Correlations between Auglstober monthly mean SST (192008) and
North Atlantic ACE following the method of Emanuel (2005). (Bottom) Correlations betwe
April-June monthly mean SST (1981-2008) and Northern Hemisphere combined ACE
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Figure 7.17: 1982008 TC ACE for North Atlantic and Eastern Pacific basin. Calendar year
(tropical storm force or > 34 kt observations) from Figure S3 of Maue (2009).
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Figure 7.18: Global and Northern Hemisphere TC ACE from the best track datassin@2v
running sums (units xf&ts?) updated through June 30, 2010.
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Figure 7.19: ACE distribution per storm 197009 for the [top/bottom] [Northern/Southern]
Hemisphere (y axis) as a function of maximum wind speed attained (x axis, knbtg).
shadings denote individual bins of size 0.5 ACE units by 5 knots wind spEwsel.numbers
inside the plot area identify the population in each wind speed bin.
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Figure 7.20: Track of Hurricane loke (2006) with inset of MODIS image onboardRAER
satellite on August 24, 2006 at 21:55 UTC obtained friattp://earthobservatory.nasa.gov/
NaturalHazards/view.php?id=17243&0ldid=13811.
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Figure 7.21: Tracks of Southern Hemisphere tropical cyclones that exceedanf A€ (n=58).
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Figure 7.22: (a) Tropical Cyclone Monica MODIS image on board AQUA on April 24, 2006 at
04:30 UTC obtained from http://earthobservatory.nasa.gov/NaturalHazards/view.php
?id=16456&o0ldic13519 (b) Tropical Cyclone Zoe from MODIS located just northeast of
Vanuatu in the South Pacific Ocean on December 28, 2002 at 22:55 UTC obtained from

http://visibleearth.nasa.gov/view_rec.php?id=4854.

239



APPENDIX A
“LORENZ (1955) ENERGY EQUATIONS”
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