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ABSTRACT 

 
 
 The purpose of this dissertation is to examine financial market liquidity when investors 

and markets face financial crises.  The investigation attempts to discern changes in investor 

behavior and if evidence exists to support the theory of contagion across markets. 

Chapter one adds to the literature by examining the dynamics of liquidity and trading 

behavior patterns during a crisis using transaction level data.  Previous studies focus primarily on 

liquidity during normal trading activity or after corporate news announcements.  The primary 

contribution of this research is to provide answers to questions regarding equity liquidity, 

investor behavior, and trading activity during a crisis.  Internet stocks are selected and 

categorized based on a quality measure to determine how liquidity changes across quality groups 

and to determine the direction of investor trading during the crisis.  The results are generally 

mixed.  While there is evidence that the crisis had a significant impact on liquidity for both the 

high quality and low quality groups, the results do not confirm the hypothesis that investors sell 

their high quality shares in greater numbers during the crisis.  The trade direction analysis also 

does not support the flight-from-quality hypothesis.  However, the relationship between liquidity 

level and returns as suggested by previous studies is confirmed by the data. 

 Chapter two examines the contagion phenomenon during the Asian financial 

crisis.  Contagion has been attributed to shocks that are transmitted through cross-market links as 

a result of investor reaction.  The cross-market linkages result from portfolio investment 

strategies where funds are invested in several countries within a particular region.  When 

investors begin to lose in one market, wealth declines and investors sell their investments in 

several markets to compensate and to rebalance risk in their portfolios.  This is referred to as 

investor induced contagion.  This process is described in the crisis-contingent literature where 

liquidity shocks affect investor behavior and in the more recent literature on cross-market 

rebalancing. Using causality analysis in a vector autoregressive (VAR) framework, this study 



 

x 

examines the aggregate liquidity market indices in order to provide another avenue of analysis in 

determining if contagion is prevalent during a crisis and transmittable through the rebalancing 

process of international, aggregate investor holdings.  The results indicate that market liquidity 

does not act as an indicator of contagion, and suggest that the market liquidity of developing 

economies does not lead that of more advanced economies.  While the liquidity indices do not 

reveal any evidence of contagion in the context of this study, the importance of liquidity as a 

market factor and the study of contagion are not reduced. 
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INTRODUCTION 

 
 
 This dissertation examines financial market liquidity when investors and markets face 

financial crises and proceeds in two chapters that provide separate analysis on the issues 

surrounding changing liquidity. 

Chapter one examines the dynamics of liquidity and trading behavior patterns during a 

crisis using transaction level, internet stock data.  The study uses means testing and trade 

direction analysis.  The flight-to-quality is also examined by evaluating the number of buy and 

sell transactions.  Chapter two examines the contagion phenomenon during the Asian financial 

crisis.  Contagion has been attributed to shocks that are transmitted through cross-market links, 

particularly portfolio investments, as a result of investor reaction.  Chapter two uses vector 

autoregressive (VAR) analysis to test for contagion among financial markets in Asia. 
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CHAPTER ONE 

THE RELATIONSHIP OF QUALITY AND LIQUIDITY 

DURING MARKET STRESS 
 

 

 

 

1.1 Introduction 
 

 
A major risk of investing in the stock market is the potential for a dramatic drop in 

overall share price in the market.  This is typically accompanied by a sudden loss in share 

liquidity manifested in a larger spread and an increase in risk. With the collapse of Long Term 

Capital Management in 1998 and the technology sector in 2000, the understanding of illiquidity 

risk and the dynamics of asset liquidity have become prominent topics for both academic 

researchers and professional practitioners.  Researchers have noted the decline in liquidity across 

markets (Froot et al. (1999)), and most equity markets have standing policies or circuit breakers 

that engage when market conditions, such as liquidity, decline rapidly in a short period (e.g., 

Rule 80B).  Therefore, regulators, academics, and investors are interested in the downside risk 

associated with the market as part of their risk management policies and strategies. 

Sudden changes in the market prompt investors to rebalance their portfolios.  However, 

investors may be unable to adjust their portfolios effectively if the liquidity of their assets is 

significantly reduced.  This research examines the internet stock sector to determine how the 

dynamics of equity liquidity affect trading patterns and to determine if a systematic relationship 

exits between liquidity and quality characteristics. 

Previous studies that have examined liquidity issues focus on determining an accurate 

measure of liquidity (Hu (2000) and Breen et al. (2001)), how microstructure issues affect 

liquidity (Tinic (1972), Ho and Stoll (1983), Kyle (1985), and Lee (1993)), or how much of an 
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effect liquidity has on returns (Amihud and Mendelson (1986) and Datar et al. (1998)).1  A 

significant portion of earlier research in liquidity has focused on the role of a marketmaker in 

manipulating liquidity through the bid-ask spread and the costs of liquidity provision as a result 

of changes in inventory risks, insider/informed trading, or asymmetric information (See, for 

example, Ho and Stoll (1980 and 1983) and Grossman and Miller (1988)). Little research has 

been focused on how investors trade in the face of changing or severe illiquidity.  This research 

focuses on liquidity from the perspective of the investor at the individual stock level and 

examines the empirical relationships among liquidity, quality, and trading behavior during a 

crisis.  We examine changes in the liquidity of internet equities during a crisis period to 

determine how investors trade when equity liquidity is most valuable.  Specifically, this study 

examines the flight-to- and from- quality phenomena at the equity level as a response to liquidity 

constraints2 by examining liquidity and trade direction in relation to equity characteristics.   

Liquidity is a primary component of any asset market but is defined in several ways.  

Academics have defined liquidity as a transaction cost, and it is often measured in terms of the 

bid-ask spread.  In this context, the more difficult (less liquid) it is to trade the stock the higher 

the cost to trade it.  The investor can always trade the security, but it may be at a much higher 

cost than is normal.  Because dealers face the same illiquidity in the market of that particular 

stock, dealers adjust the spread to discourage transactions of the less liquid stock.  This body of 

literature (for example, Amihud and Mendelson (1986, 1989)) suggests that there is a discount 

associated with less liquid stocks and that this discount represents compensation to the investor 

for the higher cost, as measured by the spread, to trade the stock.  Therefore, investors pay a 

liquidity premium when purchasing a highly liquid stock which ensures the ability to liquidate a 

position immediately.  The size of this premium is manipulated by liquidity suppliers that are 

controlling for inventory levels.  The liquidity hypothesis suggests that the holders of less liquid 

stocks will demand a higher expected return as a result of bearing more liquidity risk. An 

alternate definition suggests that liquidity is a risk associated with the inability to quickly 

withdraw/liquidate from a position. This perspective suggests that a market no longer exists for 

                                                 
1 All three areas mentioned are associated with a large volume of literature.  The articles listed offer only a sample 
of the research in these areas. 
2 The concept of ‘liquidity constraint’ in this context refers to the case of high illiquidity risk and/ or the absence of a 
market for a particular security due to lack of market liquidity for that equity.  This can be termed illiquidity or 
liquidation risk.  This is different from the more general definition of a liquidity constraint which suggests that an 
investor/ fund manager is short of cash or another highly liquid asset and therefore cannot conduct investment 
operations. 



 

4 

the security, implying the security cannot be traded regardless of the price or cost of trading.  In 

the extreme, there is no market clearing price.  This is essentially the concept of a “thin” market 

and focuses on the number of shares traded rather than the cost to trade.  Both definitions of 

liquidity suggest that investors may face severe liquidity risk, via excessive cost or lack of a 

market, which may prevent the investor from effectively rebalancing their portfolio.   

This examination of liquidity and trading behavior falls into two categories of the 

academic literature: (i) liquidity/microstructure and (ii) behavioral finance.  Earlier contributors 

to research on the topic of liquidity, such as Kyle (1985), Stoll (1978), and Ho and Stoll (1981), 

have concentrated on the marketmakers supply of liquidity through inventory levels and the bid-

ask spread.  Amihud and Mendelson (1986) and Datar et al. (1998) examine the relationship 

between liquidity and returns.  More recently, Jacoby et al. (2000) develop a theoretical model of 

a liquidity-adjusted CAPM that uses the bid-ask spread as a proxy for liquidity.  Chordia et al. 

(2000) and Chordia et al. (2001) have used aggregate equities, time-series data to document the 

behavior of liquidity.   

Several models have been developed in the behavioral finance literature to explain 

investor sentiment and reaction.  Daniel et al. (1998) and Barberis et al. (1998) have developed 

behavioral models to explain investor sentiment and reaction.  Odean (1998) and Locke (1999) 

find that investors, individuals and professionals, hesitate in trading and that investors hold losers 

too long and sell winners too soon (the disposition effect). 

This study adds to the literature by examining the dynamics of liquidity and trading 

behavior patterns during a crisis using transaction level data.  Previous studies focus primarily on 

liquidity during normal trading activity or after corporate news announcements.  The primary 

contribution of this research is to provide answers to questions regarding equity liquidity, 

investor behavior, and trading activity during a crisis.   In particular: 

1) How does liquidity change during a crisis period?  Is the change in liquidity different 

across quality groups?  If liquidity is associated with a firm’s fundamental value, than 

liquidity will be maintained for higher quality shares and high quality firms will exhibit 

less of a decline in liquidity relative to low quality firms. 

2) How does the liquidity of higher quality3 stocks differ from lower quality stocks and how 

does that explain the trading direction, flight-to- or from- quality, during a crisis?  

                                                 
3 A quality stock is defined as a stock with sound financial fundamentals. 
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Conventional thinking suggests that investors will sell low quality.  However, when 

liquidity constraints are binding, investors might sell their high quality shares which 

maintain liquidity during the crisis.  Therefore, a flight-from-quality may occur.  This is 

determined by examining the trading patterns of different quality groups during the crisis. 

This paper is organized as follows.  Section 1.2 describes the data.  Section 1.3 presents 

the hypotheses, and Section 1.4 discusses the results of liquidity means and trade direction 

analysis and the relationship between liquidity groups and returns.  Section 1.5 concludes the 

findings and offers suggestions for further research. 

 
 

1.2 Sample Selection and Data Issues 
 
 

1.2.1 Sample Selection 
 

This research focuses on the internet stock sector to determine how investors are trading 

and how liquidity changes during a crisis.  This sector facilitates our study in several ways: the 

apparent high liquidity of internet equities during the boom, the range of quality among the 

internet firms regardless of trading liquidity, and the severity of the collapse of the sector.  The 

internet stock sector experienced a prolonged run-up in prices throughout 1999 and early 2000 

and then dropped significantly in March and April, 2000 and again in September of 2000.  Figure 

1.1 illustrates the daily changes in the ISDEX® and NASDAQ Computer index from 1998 to 

2001.4  Both indices illustrate the increase and collapse of the internet market over time. 

The internet stocks included in this study were chosen based on the internet stock list 

provided on the Wall Street Research Net (WSRN) website.5  The WSRN provides a 

comprehensive list of stocks that qualify as internet stocks. There are currently 316 firms listed 

on the WSRN website.  This list was created and is supplied by the Internet.com Corporation.  

                                                 
4 The ISDEX® is an acronym for The Internet Stock Index®.  The index is a measure of internet activity in the 
market and is analogous in function to other industry indices, such as, the NASDAQ Computer index. The ISDEX® 
was developed by the Internet.com Corporation and is made up of 50 publicly traded, internet stocks.  Stocks are 
reviewed quarterly to determine which internet stocks will be added to and/ or deleted from the ISDEX® index.  For 
a stock to be included in the index, it must pass the 51% revenue criteria, must be a market leader with regard to 
revenues, and enhance the diversity of the index.  ISDEX® historical data can be found at: 
http://www.kcbt.com/data.htm.  Although the ISDEX® was initiated in April, 1996, historical index data is only 
available from 1999 onward.  The NASDAQ Computer index covers computer software and hardware companies as 
well as companies that produce computer equipment.  The NASDAQ Composite, which is not shown, behaves 
similarly to both indices shown.    
5 Site address: www.wsrn.com/apps/internetstocklist/. 
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This list was matched against the Trade and Quote (TAQ) database provided by the NYSE and 

the COMPUSTAT and CRSP databases to determine the final list of firms for inclusion in the 

study.  Unfortunately, a list of active firms during 2000 posted by the WSRN is not available.6  

Note that this does cause an issue of survivorship bias.  While it is probable that the lowest 

quality firms exhibited the lowest liquidity and also went bankrupt, there is a significant level of 

quality diversity in the remaining group that will allow for tests of liquidity differentials.   

Without an organized list from an independent site, it is very difficult to determine every 

internet firm that was being traded in the early part of 2000.  There is currently no 

industry/government classification or SIC/NAIC code to identify internet stocks.  Internet stocks 

are spread across many classifications including, but not limited to, consulting, media, computer 

technology, and communication. Internet.com was the first to establish a specific criterion for 

identifying Internet stocks by developing the 51% revenue criteria.  Companies that meet the 

criteria earn 51% of their revenue from internet activity and would not exist without the internet.  

After matching the WSRN list with CRSP and COMPUSTAT, there are 278 firms that are 

common to all databases necessary for the study.  From this list, 195 firms were included in the 

study.  Several firms were eliminated because they either merged or were absorbed by another 

firm prior to the downturn in March (7 firms) or went public during or after this downturn (75 

firms).  

 

1.2.2 Quality Measure 

 

There have been no studies to date that explore the relationship between quality and 

liquidity using transaction level data.  Investors were willing to buy internet stocks during the 

bubble regardless of the quality level.  However, when the bubble burst in mid to late March 

2000, investors may have traded their higher quality shares in accordance to the flight-from-

quality hypothesis.  It may be the case that before the bubble quality level is irrelevant.  When 

the bubble bursts, higher quality shares might retain their liquidity while the market and liquidity 

for low quality shares evaporates, essentially locking investors into low quality shares and 

allowing them to trade only high quality shares, i.e. a flight-from-quality.   

                                                 
6 Representatives of the website indicated that WSRN does not maintain historical files or lists of the “Internet Stock 
List” on the website.  The site functions primarily as a news site. 
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During the internet bubble of 1999-2000, traditional quality measures remained constant.  

That is, the information of firm fundamentals for firms did not change as a result of the timing of 

annual reports.  Investors purchased shares based on perception and market momentum.  

Therefore, when the sell-off occurred in 2000, individuals were reacting to market news and 

perception rather than changes in firm quality.  However, if investors had to rebalance their 

portfolios, they would then assess the quality and risk associated with the internet firms and 

determine which shares to sell.  Because firm fundamentals did not change, investors’ quality 

assessment would be the same across the several months in this study.  This is important because 

even if investors did not initially purchase internet shares based on quality, liquidity differentials 

would be realized during the sell off.  This would support the liquidity premium concept which 

suggests that investors pay more for high quality shares than low quality shares to offset 

liquidation risk. 

A major problem is that there is no consensus on how true Internet firms should be 

evaluated for quality purposes. At the beginning of 2000, there was little research available for 

the average investor, and we are focusing on investor valuation in that timeframe.  Because of 

the nature of internet firms, choosing an appropriate quality measure is difficult.  The difficulty 

arises from the fact that internet firms do not conduct business in the traditional sense (i.e., 

creating a product, inventory, and profiting from sales as well as generating overhead costs) thus 

gauging firm quality requires alternate tools.7   A majority of studies focus on value creation and 

customer value rather than a direct measure of quality (See Venkatachalam et al. (2000), Keane 

(2003) and Ernst and Young, LLP. (1999)).  Other areas of research examine the marginal value 

of websites/activity or productivity (Lee and Barua (1999) and Barua et al. (2001)) and the 

number of website users (Hand (2000) and Trueman et al. (2000)).  There is no measure that 

would act as an analog to traditional measures of quality such as financial ratios and book-to-

market (B/M) measures.  Currently, the consensus seems to be that customer valuation and 

maintaining a customer base is crucial in measuring internet firm quality.    

There are two main problems in using the data or measures suggested in the above 

articles.  First, the data used in the studies listed above is proprietary in nature and unavailable to 

                                                 
7 Several companies, such as, Neilson//NetRatings- 1997and Mecklermedia- 1998, had developed web-metrics prior 
to 2000.  However, investors had to pay to receive access.  Therefore, this information was not free and widely 
distributed to the common investor. 
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other researchers.8  It is also worth noting that these studies would not have been freely available 

to individual investors during the 1999-2000 timeframe.  Second, most internet firm quality 

valuation methodologies were developed after the crash of 2000.  Therefore, investors had to rely 

on more traditional measures, and this was encouraged by industry professionals.  Many 

professionals wrote commentaries on Internet firms and discussed P/E ratios, B/M, and price to 

book values. (See, for example, Lummer (1999)).  While the problem of appropriate valuation 

was understood, professionals were not sure how to value Internet firms. (Leithner & Co. Pty. 

Ltd. (1999)) 

Because this study is interested in determining which stocks investors traded based on a 

perceived quality dimension during the crash, only firm fundamentals that were readily available 

can be employed (i.e., to avoid any informational look-back bias and focus on how investors 

traded given the information they had at the time).  All the firm fundamental data used in this 

study was available to investors through publicly available annual reports and/or SEC 

registrations, such as, S-8 and S-1 forms.  This data is collected from COMPUSTAT for the 

1998 and 1999. 

The purpose of the quality variable is to identify which shares individuals are trading 

based on quality categories.  Although the common measures of quality in the literature are size 

(market value of equity, MV) and book to market (B/M), these measures are overly sensitive to 

price fluctuations.9  Therefore, measuring B/M and/or size before and during the crisis offers 

little value to the study.   

As an alternative measure of quality, a revised Altman’s Z score is calculated for each 

firm using 1998 fundamental data or a firm’s first available data as presented on their SEC 

registrations for firms that went public in 1999.  Although 1999 values would be more 

illustrative of firm quality, it should be noted that 1998 values are used to avoid look-back bias.  

We are interested in stock behavior in early 2000.  However, many firms do not release their 

updated financial statements until the first part of the following year.  (86% of the firms in the 

sample have fiscal year ends in July or later with 75% in the total sample in December).  

                                                 
8 This research does not attempt to develop a new measure of internet firm value.  This information is provided as a 
motivation for the use of the Altman Z measure in evaluating firm quality.  It is also likely that the individual 
investor was not well educated in the differences between traditional, firm valuation methods and those used for 
internet valuation before and during the crisis.   
9 There is a large body of literature which describes these variables.  See Fama and French (1992 and 1993) and 
Daniel and Titman (1997) as an introduction to this literature. 
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Therefore, firm filings may not have been available for 1999 to the general public.  However, 

investors would have had access to all 1998 fundamental data via the publicly available SEC 

filings.  

The Altman’s Z score is an overall measure of quality that includes both market and 

fundamental data and, in particular, is used for bankruptcy prediction.  In keeping with 

traditional, ratio measures of firm quality, the revised Altman Z score is used to classify firm 

quality.  The score accounts for various popular financial ratios used in firm analysis by utilizing 

financial statement data to predict the future performance of the firm.   

The traditional Altman’s Z score is the sum of five ratios which include measures of 

solvency, liquidity, leverage, activity, and profitability. The original Altman’s Z is calculated 

as:10   

     Z score = 1.2X1 + 1.4X2 + 3.3X3 + 0.6X4 + .999X5 (1)

 

where  X1 = working capital/total assets (WC/TA), 

X2 = retained earnings/total assets (RE/TA), 

X3 = earnings before interest and taxes/total assets (EBIT/TA), 

X4 = market value of equity/book value of total liabilities (MV/TL), 

X5 = sales/total assets (S/TA). 

The first variable, WC/TA, is a measure of liquid assets in relation to the firm’s size.  Altman 

suggests that the second variable, RE/TA, is a measure of cumulative profitability that reflects 

both earning power and the firm’s age.  Altman describes the third variable, EBIT/TA or return 

on assets (ROA), as “a measure of the productivity of the firm’s assets independent of any tax or 

leverage factors.”  This measure is reflective of the firm’s earning power.  The fourth variable, 

MV/TL or equity to debt (ETD), adds a market valuation variable to the score and is also a 

measure of leverage. The last variable, S/TA, is a turnover measure and demonstrates the ability 

of the firm’s assets to generate sales and illustrates how efficiently a firm utilizes its assets.  This 

variable varies greatly across industries, and Altman finds this variable to be important due to its 

relationship with the other variables in the formula.  Once the Z score is calculated, the values 

are compared to predetermined ranges.  The ranges are:  

 

                                                 
10 Equation coefficients and ranges were calculated by Altman (1968 and 2000). 
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High Quality Z score ≥  3.00 Bankruptcy is unlikely 

Medium Quality 1.81 > Z score < 3.00 Gray area or zone of ignorance 

Low Quality Z score ≤  1.81 Bankruptcy is likely 

 

While the traditional Altman’s Z score is an appropriate measure for publicly traded firms, the 

measure is not appropriate for privately held firms because of the inclusion of the MV/TL ratio.  

This variable requires a market price for the firm’s stock.  This is problematic for many of the 

firms in our sample.  The internet industry was in its infancy during the late 1990’s with many 

firms in this study going public during 1999 and several in January, 2000.  Therefore, many of 

the firms were private at the time when investors would have calculated ratio values.  Altman 

(2000) suggests an alternate measure for privately held firms and non-manufacturing firms.  

Since the X4 variable, MV/TL, requires market data, Altman (2000) recommends substituting the 

book value of equity for the market value (BV/TL), another way to measure leverage, and 

adjusting the ratio coefficients.  Internet firms are not considered manufacturing firms and are 

generally considered service oriented because of the nature of their business to business and 

business to consumer activities.  Because X5 measures asset turnover and internet firms do not 

have large quantities of tangible assets, Altman (2000) suggests eliminating the X5 variable, 

sales/ total assets and adjusts the variable coefficients in the traditional formula.  The new 

formula becomes:    

     Z ′  score =  6.56X1 +  3.267X2 + 6.727X3 + 1.05X4  (2)

 

Therefore, the Z ′  variable of firms with initial public offerings prior to January 1, 1999 are 

calculated using X4=MV/TL and the quality variable of firms with initial public offerings after 

January 1, 1999 is calculated using, X4=BV/TL.11   

Because the Z ′  score is used as an overall measure of quality rather than an indication of 

bankruptcy, the Z ′  score range is used as a gradient of firm quality.  Firm fundamentals, 

                                                 
11 Altman’s (2000) revised ranges for non-manufacturing firms are: 
 
High Quality Z score ≥  2.90 Bankruptcy is unlikely 

Medium Quality 1.23 > Z score < 2.90 Gray area or zone of ignorance 

Low Quality Z score ≤  1.23 Bankruptcy is likely 
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encapsulated in the Z ′  score, are compared relative to each other rather than to the 

predetermined ranges suggested by Altman (2000).  The firms are ranked and put into three 

quality groups: high, medium, and low.   

Tables 1.1, 1.2, and 1.3 exhibit the summary statistics for the firms in the sample.  Table 

1.1 shows a distinct quality difference between groups as measured by the average Altman 

Z ′ score which is in contrast to the traditional quality measure, B/M in Table 1.2.  Table 1.1 

indicates that the means of the high quality and median quality firms variables are close in value 

in every component of the Altman Z ′ score except the MV/TL (or ETD) variable.  B/M values 

are relatively close, especially the medium and high quality groups.  This may be a result of the 

fundamentals of the stereotypical internet firm for that time period which exhibits low book 

value of equity and very high market value as a result of market momentum.  This suggests that 

the B/M measure is not sensitive enough to determine quality differences among these types of 

firm and that the variable can be misleading when the market is experiencing a momentum 

induced bubble.  The ROA variable is negative for all three categories indicating that earnings 

before taxes were negative for the firms in the sample.  This suggests that firms in the sample 

exhibited low productivity for this time period.  WCTA is a measure of liquid assets (working 

capital) relative to a firm’s total size in assets.  The medium quality group’s WCTA value is 

slightly higher than that of the high quality group suggesting that the medium quality group had 

more funds on hand.  The ETD calculation is dependent on whether the firm is publicly traded or 

not.  As mentioned earlier, Altman (2000) recommends using the book value of equity for 

private firms.  For the publicly traded group, ETD for the highest quality group is the largest.  

This is not surprising given the components of the ETD ratio, market value divided by total 

liabilities.  The market was experiencing a significant upward trend, and internet stock sector 

experienced a majority of the upward momentum.  Of the firms that went public prior to 1999, 

67% are in the highest quality category (Table 1.3).  Therefore, the ETD result is not surprising 

given that firms in the high quality group category were some of the oldest in the sample with the 

most news coverage and likely having a first mover advantage.  The table also indicates that the 

low quality group has a larger value than the medium quality group.  This is most likely the 

result of small samples sizes per group and a large range.  The ETD1 value is calculated for 

private firms and uses book value of equity in place of MV.  These values are as anticipated with 

the highest quality group exhibiting the largest equity to debt value. 
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RETA, a measure of profitability, indicates that either retained earnings or total assets are 

negative for the Internet firms included in the study.  During this time period, Internet firms had 

few physical assets and no earnings.  Therefore, it is not surprising how close the average RETA 

values are for the medium and high quality groups.  All three groups indicate low profitability.   

 
 
1.2.3 Trade and Quote Data (TAQ) 
 

The study analyzes the dynamics of liquidity and trade direction.  In order to measure 

these variables, Trade and Quote (TAQ) data, which is made available by the NYSE, is utilized.  

The TAQ database does not report the National Best Bid and Offer (NBBO) quotes.  TAQ 

reports quotations of individual dealers from the NASD, the NYSE, and the regional exchanges 

as well as quotes generated from electronic communication networks (ECNs).  This means that 

there may be multiple quotes per exchange or NASD market maker for any given time.  

Therefore, the NBBO file must be created from all available quotes at a given time.  First, the 

NASD best bid and offer is created by determining the highest bid and lowest offer among 

NASD dealers for any given time.  Next, the quote is compared with quotes issued from all other 

exchanges with standing quotes for that time stamp.  The highest bid and lowest offer across all 

exchanges are combined to form the NBBO file based on the TAQ quote file.  Finally, trades and 

quotes are matched using the method suggested by Lee and Ready (1991).  This method 

recommends matching a trade with the first quote that occurred at least five seconds prior to the 

trade.  Lee and Ready (1991) recommend this procedure due to the timing issues associated with 

quotes being recorded quicker than the trades that caused them.  Due to errors in the TAQ 

database or data inappropriate for this study, quotes and trades are eliminated based on the 

following criteria:12  

• quotes made outside of normal trading hours, 9:30 a.m.-4:00 p.m., 

• quotes made between 9:30 a.m. and  9:45 a.m. (initial bulk trades), 

• quotes with a non-positive bid or ask price, associated with trading halts, or that are non-

firm (TAQ condition codes: 4,7,9,11,13,14,15,19,20,27 and 28), 

• duplicate quotes, i.e. quotes with the same values and time stamps, 

                                                 
12 These filters are recommended by Bessembinder (2000, pg.7). 
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• quotes made out of sequence or with an error condition associated with it (TAQ error 

correction values of 2 or greater), 

• trades that occur when the NBBO bid-ask spread is negative, 

• trades with nonstandard settlement or distributions (TAQ sale condition codes: A, C, D, 

N, O, R, and Z), and 

• trades with negative prices. 

 
Table 1.4 illustrates the number of filtered trades and quotes.  For the 195 firms in this 

sample over the four months evaluated, there were 44,158,361 trades and 23,337,682 quotes.  

January, 2000 is considered the base month for this study because it represents the peak of the 

market.  The market began to plummet around mid-March, 2000 with the brunt of the activity 

occurring in the second half of March and throughout April of 2000.13  This is evidenced by the 

4.5% increase in trades from January to March and a 27% increase in trades from March to 

April.  

 
1.2.4 Liquidity Measures 
 

Despite the importance of accurately identifying buyers and sellers in the market, the 

most commonly used databases, including TAQ, do not contain a trade identification variable.  

There are several trade classification algorithms which are commonly used on intraday, trade 

data and each has been well studied in the literature.14  This study uses the Lee and Ready 

algorithm.  While no one algorithm provides 100% accuracy in trade classification, Odders-

White (2000) shows that the Lee and Ready algorithm correctly classifies 85% of transactions.  

This algorithm uses a combination of the quote test and the tick test.  It proceeds in three stages: 

 

1. Quote test: the transaction price, P0, is compared to the midpoint of the spread, M. 

 P0 > M buyer initiated 

 P0 < M seller initiated 

 P0 = M go to stage 2 

 

                                                 
13 Although the market continued to fall for the rest of the year, trading activity, as far as the actual number of trades 
and quotes is concerned, began to return to pre-crisis levels. The number of trades for May, 2000 is included in the 
table to illustrate this.   
14 See Theissen (2000), Odders-White (2000), and Hasbrouk (1988). 
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2. Tick test: if P0 = M, than compare the current price with the previous price, P-1. 

 P0 > P-1 buyer initiated 

 P0 < P-1 seller initiated 

 P0 = P-1 go to stage 3 

3. Continue with tick test until classification is established. 

 P-1 > P-2 buyer initiated 

 P-1 < P-2 seller initiated 

 P-1 = P-2 
repeat stage 3 using P-3 
until the trade direction is 
assigned 

 

Once the trade has been classified, the direction of trading is determined.  Our expectation is that 

investors will sell their high quality stocks in larger volume than their low quality shares due to 

the evaporation of low quality share liquidity.  

1.2.5 Liquidity Measures 
 
The specific liquidity measures used in the study are listed and described below. 

 

Liquidity Measure Definition  

Volume total number of shares traded  (1) 

Number of Trades the total number of transactions during the day (2) 

Turnover  

the number of shares traded per day divided by the 

number of shares outstanding for that day 
(3) 

Trade Time 

Difference 

∑ 1,
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−
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nn
ji (trade time of transaction i- trade time of 

transaction j) 
(4) 

CRM Liquidity 

Composite 

((ask price-bid price)/midpoint of quote) in % 

((ask price*ask  depth)+ (bid price*bid  depth))/2 in $ 
(5) 

Quoted Spread ask price-bid price (6) 

Effective Spread Price-midpoint of the prevailing quote (7) 

LMR Effective 

Spread 
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where n is the number of trades in a day, Pt is the price of the 

ith trade, Qi, is the number of shares transacted in the ith trade.  

(8) 
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Volume is a commonly used measure of liquidity and is defined as the total number of shares 

traded.  Its popularity stems from its availability.  While a popular and ubiquitous measure, it is a 

coarse measure of liquidity because it does not distinguish between the number of shares traded 

as a buy transaction and the number of shares traded as a sell transaction.  Also, the nature of the 

NASDAQ market (95% of the firms in the sample are traded on the NASDAQ) can over inflate 

volume measures due to the use of dealers.  Volume is used by many investors who use technical 

analysis to identify trends in the market.  Changes in stock volume represent increases or 

decreases in general trading activity.  An increase (decrease) in volume suggests that there is 

increased (decreased) interest in a stock.  Therefore, volume is often used to determine how 

much a price should move or a trend should last.  Turnover is another commonly used measure 

of liquidity because it is easy to obtain.  It is a measure of investor trading frequency.  Hu (1997 

and 2000) finds that turnover has the best predictive power of expected returns among other 

measures of liquidity.   Both volume and turnover have been used as liquidity proxies by Datar et 

al. (1998) and Chordia et al. (2001).  The number of trades is also a measure of trading activity 

and is an indication of investor interest.  It is most useful when the number of buy versus sell 

transactions can be identified.  The quoted spread is also a common measure of liquidity and is 

often used as a measure of dealer costs.  As indicated in the inventory control literature described 

above, the quoted spread is a tool of the dealers.  Dealers manipulate the spread to control 

inventory levels (encourage or discourage transactions) and liquidity as well as profit.  If the 

quoted spread is large (small) relative to earlier quotes or quotes of other stocks, this is an 

indication of lower liquidity (higher liquidity) and higher (lower) costs for the investor.  Two 

measures of the effective spread are included in the study: 1) the standard measure of effective 

spread and 2) the Lee et al. (1993) measure (LMR measure).  The effective spread is useful 

because it indicates if the trade occurs inside the quote and on what side of the quote the trades 

occurs.15  The Lee et al. (1993) effective spread is an alternate measure.  Lee et al. (1993) 

suggest that market liquidity is comprised of both price and quantity.  Therefore, when 

considering liquidity, both the spread and the depth should be considered.  As Lee et al. (1993, 

p.347) note, trades differ in size and depth which affects liquidity.  They show that, “wider 

(narrower) spreads and lower (higher) depths are sufficient to infer a decrease (increase) in 

                                                 
15 The more negative the value the closer to the bid side of the quote and the more positive the value the closer to the 
ask side of the quote.  
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quoted liquidity.”  This measure of the effective spread is useful because it is volume-weighted 

and therefore will account for some of the volatility that occurs during a crisis.  The Chordia et 

al. (2000) composite liquidity measure, (CRM), is an alternate measure that captures changes in 

both the quoted spread and dollar value of the quoted depth.  Chordia et al. (2000) note that the 

variable is “intended to measure the average slope of the liquidity function in percent per dollar 

traded.” 16
 

1.3 Hypotheses 
 
 
1.3.1 Testing Framework 
 

Dealers react to the increased risk in the market by adjusting the spread and depth.  As 

risk increases in the market, as in a crisis, dealers will increase the spread and reduce depth.  In 

essence, the dealer manipulates liquidity in the market (Ho and Stoll (1981) and Stoll (1978)).  

Changes in the supply of liquidity are revealed through changes in the spread and depth.  This 

process allows the dealer to control inventory composition and provides compensation to the 

dealer for taking on risk.  In essence, dealers supply liquidity at a cost, and that cost is a portion 

of the spread beyond processing costs.  From the investor’s perspective, investors pay a higher 

price for securities that exhibit higher market liquidity.   

Recent research by Jacoby et al. (2000) and Avramov et al. (2001) suggest that this 

liquidity cost should be included in asset pricing models.  Avramov et al. (2001) find that 

investors consider liquidity risk.  These models suggest that liquidity has tangible value and can 

be priced.  Therefore, the liquidity supplied by a dealer and the liquidity demanded by an 

investor are not mutually exclusive.   

If liquidity can be estimated when calculating an asset’s price as is suggested in the 

current literature, than liquidity is like other components of the asset’s price (e.g. fundamental 

risk or beta).  This implies that the liquidity premium is a permanent component of share price.  

If liquidity is valuable and fundamental to a share, then we should see the liquidity sustained for 

the higher quality securities in the same way that other components of price are maintained, e.g. 

idiosyncratic risk.  Higher quality shares are generally described as having stronger 

fundamentals.  With better fundamentals, traders and investors expect these shares to trade with 

                                                 
16 Chordia et al. (2000, page 505).  
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relative ease compared to firms with weaker fundamentals.  That is, high quality shares are 

expected to maintain value and be more liquid, e.g. the traditional blue chip stock, during a 

crisis.  This implies a higher liquidity premium for higher quality shares relative to the liquidity 

premiums of low quality shares, and this is reflected in a portion of the price differential between 

high quality and low quality shares.  This is congruous with the liquidity hypothesis which 

suggests that the holders of less liquid stocks or higher illiquidity risk will demand a higher 

expected return or risk premium as a result of bearing more liquidity risk.  As Amihud and 

Mendelson (1986) show, lower quality or less liquid stocks should exhibit a lower initial price 

because investors are not paying for share liquidity, i.e., a liquidity premium.  The investor faces 

more liquidity risk and thus expects a higher return.  Higher quality shares exhibit higher prices 

because investors are willing to pay higher prices for the share’s fundamental liquidity value.  

That is, the investor is paying for convertibility. 

From the dealers perspective, a portion of the bid and ask prices reflect the share’s 

fundamental liquidity value, or permanent liquidity value, and a transitory value which is 

determined by market conditions.  Dealers supply liquidity based on the sum of these liquidity 

values as well as inventory composition.  Dealers would be more likely to buy and sell the more 

fundamentally liquid shares because it is less likely that the dealer would face inventory risk 

when dealing in these shares.  Therefore, the spread would be smaller for high quality, liquid 

shares because of the smaller amount of illiquidity risk (or stronger, fundamental liquidity value) 

and the reduced risk of being locked into a composition of shares in inventory.  The bid price 

would be lower because the dealer would be willing to pay more because inventory risk is 

reduced (a type of liquidity premium) and the ask price is higher to reflect the liquidity premium.  

Therefore, the spread would be narrower for shares of firms with stronger fundamentals, 

including liquidity. 

During a market bubble, liquidity increases for all shares.  This temporary boost in 

liquidity, deemed “transitory liquidity” for the purposes of this study, would be separate from the 

share’s fundamental liquidity.  The transitory, liquidity boost in price from a market bubble 

would be eliminated for all shares when the bubble collapses. 

If the liquidity premium is fundamental to the share as opposed to a transitory portion of 

the price determined by market popularity or feedback trading, then changes in share price and 

depth changes during a crisis and reduction in liquidity would be a function of quality.  Shares 
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for firms with better fundamentals/ high quality should exhibit a smaller reduction in price and a 

smaller reduction in buy side depth.  The liquidity value would be maintained during a crisis and 

employed by the investor.  Low quality shares would exhibit a larger reduction in price and a 

larger reduction in buy side depth when market liquidity evaporates during a crisis.  In general, 

spreads should widen and depths decrease for less liquid stocks during a market downturn. 

This process suggests that high quality firms will perform more favorably than low 

quality firms during the crisis and can be demonstrated by testing for differences in means within 

quality groups and across the quality groups for several liquidity measures and pricing variables. 

We test the absolute value of changes across groups and within groups across time.  The 

absolute value of the changes in variables is used to determine if the crisis affects the liquidity 

and pricing variables of each quality group in a significant way.  The raw changes are not used 

because observations can take either a positive or negative value.  Because the data is averaged 

into a daily observation point, these changes may cancel each other out thereby biasing the 

change toward zero.17  The exception to this process is the measure of change in trade time.  The 

raw values of the change in trade time are averaged on a daily basis and then averaged for the 

month because trade time difference is fundamentally calculated as a change and by definition is 

always positive.  This process compares the magnitude of changes across quality groups and 

across time. 

The hypotheses are testing using an event study framework.  A typical methodology for 

determining changes in activity around a crisis is to compare the behavior during the crisis 

period with the behavior of a relatively calm period.  However, this is difficult during the market 

collapse of 2000 for several reasons.   First, the .com sector, in general, experienced a large 

amount of upward momentum during the late 1990’s and early 2000. There was no ‘calm’ period 

in which to get a base measure.  Second, most of the internet firms went public during 1999, in 

the midst of this upward moving market.  As a result, the base measure is taken at the height of 

the market in January, 2000. 

 

 

 

 

                                                 
17 Means testing has been completed with the raw data and with data based on the raw changes as opposed to the 
absolute value of the changes (and is available upon request).  Many daily observations from the averaging process 
were zero for the variables tested.  
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1.3.2 Within Group Testing 
 

Within quality group testing is conducted to determine if the crisis adversely and 

significantly affects the liquidity and pricing of the high quality and low quality groups.  January 

2000 is used as the base month and all subsequent months are compared against this month.  

January represents a month of peak liquidity.  Quality group means are tested as follows for the 

within group cases: 

µ J
q = µ i

q  

µ J
q ≠ µ i

q  

where i=March, April, and May values, q= high quality and low quality, and µ is the monthly 

average of the absolute value of the change of a specific variable per transaction.  Therefore, the 

within group means tests compare the mean values of the absolute value of the change in each 

variable per transaction for January and the subsequent months for the high and low quality 

groups respectively.  Because of the way the hypothesis is formulated (µ J
q − µ i

q = 0), a positive 

(negative) sign indicates that the change in January is greater (less) than the change in the 

comparison month.   

The market downturn began in March and continued through April.  By May, the market 

began its continual decline.  Due to the severity of the downturn, the variables evaluated for both 

groups should exhibit crisis effects when examining the groups across time.  Therefore, within 

each group, we suggest the average, absolute value change of a variable will be greater during 

the crisis months than during January, the base month.  Tables 1.5-1.7 (right column) summarize 

the variables and the expected signs.    

Despite the higher fundamental liquidity of the high quality group, both the high quality 

and low quality groups should see a significant increase in the quoted and effective spreads 

causing a negative difference between months.  This occurs as dealers ratchet the spread down 

(lower the bid and offer prices at the same time)18 to control overall inventory risk.  The LMR 

and CRM variables combine both spread and depth information.   The LMR measure combines 

the effective spread with the current size of the trade as a means of adjusting the effective spread 

                                                 
18 It should be noted that the inventory literature suggests that the entire spread moves rather than one side of the 
quote.   See Kyle (1985) and Ho and Stoll (1980, 1981). 
 



 

20 

by actual depth of the trade.  We anticipate the difference between the average changes to be 

negative for the both quality groups.  Lee et al. (1993) and Amihud and Mendelson (1986) 

suggest that reduced liquidity is evidenced by a wider spread and reduced depth.  The average 

change in the LMR variable during the crisis should be larger relative to the January value.  This 

would occur because we anticipate that the spread will become larger (the numerator) and the 

size of the transactions will decrease (the denominator); therefore, the LMR measure should get 

larger during the crisis which would result in a negative difference.  The CRM measure 

combines the quoted spread with the dollar value of quoted depth.  This measure also adjusts for 

depth and can be interpreted as the percent change in quoted spread for a one dollar change in 

average depth.  However, it should be noted that this measure differs from the LMR measure by 

adjusting by the available dollar depth given by the quote rather than adjusting by the size of the 

transaction.  Therefore, the LMR measure can be considered an ex post measure because it uses 

the effective spread and the size of the actual transaction rather than the quoted values as in the 

CRM measure.  The difference is that the LMR measure provides information on what investors 

were actually trading at and for how much rather than the ask, bid, and depth values available in 

the market at the time.  The CRM value becomes smaller as the quoted spread becomes larger 

and the (dollar) depth declines.  Therefore, we suggest that this ex ante measure of liquidity will 

be increasing in value for both groups causing a negative difference in magnitude.  The price 

impact variable measures how much stock price is affected by trading activity.  Highly liquid 

stocks trade without price effect.  That is, executed trades will not move the price of the stock by 

any substantial degree.  Conversely, the prices of illiquid stocks are easily affected by trading 

activity due to infrequent trading of these stocks.  At the extreme, a perfectly illiquid asset can not 

be traded at any price.  As a result, the low quality stocks should exhibit a larger change in price 

impact value for every month during the crisis yielding a negative sign.  The hypothesized signs are 

summarized in Table 1.5. 

 During the crisis, the market deteriorates overall.  Therefore, both groups should 

experience significant reductions in their transaction, bid, and offer prices and depths.   These 

changes should be greater during the crisis as dealers make larger adjustments to manipulate 

inventory holdings.  Therefore, the average, absolute value change in these variables should be 

greater during the initial crisis months than in January.  We anticipate a negative difference in 

means as displayed in Table 1.6.   
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 Trading activity variables should also reflect the deteriorating market.  Our hypothesis 

suggests that investors will liquidate their positions in shares where the most liquidity has been 

maintained, i.e. investors will cut their losses and sell the high quality shares.  Therefore, the 

change in sell volume variable should be negative as selling behavior changes dramatically for 

both groups during the crisis.  The changes in buy and total volume should also be more dramatic 

during the crisis months and thus yield negative signs for both groups for both variables.  The 

sign for turnover is expected to be negative.  Turnover should increase dramatically in the later 

months as investors trade to rebalance their portfolios.  Trading time indicates the average time 

difference between transactions and is shorter in a highly liquid market.  This value should 

increase during the crisis period relative to the highly liquid base month of January.  This would 

be reflected via a negative sign for both quality groups.  The anticipated signs are reflected in 

Table 1.7. 

 
 
1.3.3 Across Group Testing 
 

After completing the within group analysis, across group analysis is conducted.  This test 

is completed to determine if the magnitude of the changes differs across groups.  Therefore, we 

test the following: 

µ i

L = µ i

H  

µ i

L  ≠ µ i

H  

 

where i=January, March, April, and May values, L= low quality and H=high quality, and µ is the 

monthly average of the absolute value of the change of a specific variable per transaction. 

The across group means tests compare the mean values of the absolute value of the 

change in each variable per transaction for the quality groups over time.  Because of the way the 

hypothesis is formulated (µ i

L −µ i

H = 0), a positive (negative) sign indicates that the absolute 

value of the change in the low quality group is greater (less) than the absolute value of the 

change in the high quality group for a particular month.  We suggest that the magnitude of the 

changes (absolute value) in variables will be greater for the low quality stocks and therefore we 

anticipate a positive mean difference between the two groups in each month.   
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During January 2000, positive feedback trading was a well known phenomenon due to 

the .com boom and the advent of online trading.  A majority of the stocks, low or high quality, 

would have experienced significant liquidity.  However, when the crisis ensued, high quality 

group would maintain their larger, fundamental liquidity despite the upheaval in the market.  The 

low quality stocks, however, would lose the transitory portion of their liquidity causing a 

significant change in the liquidity and pricing measures.  Tables 1.5 and 1.7 summarize the 

variables and the expected signs.  The magnitude of changes in the spread and liquidity measures 

should be larger for the low quality stocks relative to high quality stocks because the high quality 

stocks should lose less overall liquidity.  Price and depth variables should also decline more 

severely for the low quality group producing positive signs for the means testing. 

The trading activity variables and the hypothesized signs are listed in Table 1.7.  Trading 

time should be greater for the low quality group as trading activity would be reduced for this 

group.  Therefore, the signs should be positive for the across quality groups category.  Sell 

volume should yield a negative sign during the crisis months as investors reduce their high 

quality stock holdings.  Therefore, the magnitude of the change in sell volume would be greater 

than the change for the low quality group.  The sign for the buy volume test is ambiguous.  The 

value could be negative if a large number of investors start bargain hunting or if investors buy 

more high quality stocks to reduce risk.  This increase could translate into a larger change in the 

buy volume of the high quality group than the low quality group.  The value could be positive if 

dramatically fewer investors were buying low quality shares causing a larger change in the low 

quality group.  It is difficult to predict which affect is greater. Total volume and turnover would 

exhibit a negative sign if our hypothesis holds because investors would be trading out of their 

high quality stocks more readily than their low quality stocks thus creating more activity.  In 

general, the magnitude of change for the trading activity variables should be smaller for the low 

quality group than the high quality group. 

 

1.3.4 Liquidity and Returns 
 

Theory suggests that investors are willing to pay extra for a stock to reduce illiquidity 

risk.  Low liquidity stocks, which should also exhibit lower liquidity, cost less because these 

stocks are subject to greater illiquidity risk.  However, Amihud and Mendelson (1986) suggest 

that lower liquidity stocks should exhibit higher returns as compensation for bearing the 
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additional, illiquidity risk.  Studies by Amihud (2002), Chordia et al. (2001), Hu (1997), Pastor 

and Stambaugh (2001) evaluate this supposition and find supporting evidence.  While this theory 

may hold for a long time period (holding period) or over relatively stable market conditions, it is 

unlikely to hold during the crisis.  Like all risk-return tradeoff relationships, if the downside/risk 

comes to fruition the holder of the more risky asset, in this case more illiquid asset, will lose via 

their returns. Stock returns are evaluated on a monthly basis to determine if this theory holds.  

We suggest that the returns of higher quality, higher liquidity stocks will produce higher returns 

during the crisis period. 

 
1.3.5 Trade Direction 
 

Investors must determine what combination of securities is optimal given the increase in 

risk in the market during a crisis, and one would expect that their actual trading decisions and 

transactions will be partially determined by how liquid the assets are in their existing portfolios.  

During a market crisis, investors want to reduce their overall portfolio risk and to maintain 

liquidity.  This may occur by selling stocks in one sector or region to purchase stocks in another 

sector or region or by moving investments from stocks to bonds.  This process of rebalancing 

during periods of high market risk and high illiquidity risk suggests two possible scenarios for 

the investor during a crisis.  Conventional thinking suggests that investors will attempt to reduce 

the risk of their portfolios given that the market is now more risky.  This action generally entails 

selling off riskier stocks and increasing the proportion of less risky stocks or government 

securities in their portfolio.  This is commonly referred to as a “flight-to-quality” (FTQ) and 

would be evidenced by an especially large amount of sell orders for low quality, riskier 

equities.19  However, investors may respond differently if there are liquidity constraints.  While 

the relationship of liquidity and trading behavior from the investor’s perspective has not been 

theoretically formalized, several recent theoretical papers have examined the relationship 

between liquidity and optimal portfolio choice.20  Longstaff (2001) concludes that the investor 

                                                 
19 This is a well understood phenomenon in the bond market. See Longstaff (2001). 
20 Longstaff (2001) concludes that the investor will choose to hold less of the risky asset in their initial portfolio 
(given perfect foresight) when liquidity constraints are imposed.  Longstaff (2001) develops a partial equilibrium 
model to examine investor’s portfolio choice in the context of liquidity risk by solving the model with and without 
liquidity constraints.  Specifically, Longstaff considers how liquidity constraints affect the investor’s initial portfolio 
choice.  Longstaff points out that these results are derived from a partial equilibrium model and are considered 
“suggestive rather than definitive.”   
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will choose to hold less of the risky asset in their initial portfolio (given perfect foresight) when 

liquidity constraints are imposed. 21 

While the sell off of riskier assets seems logical, it may be the case that the market for 

these assets has disappeared.  Or, the discount on the security is so great that the potential loss in 

returns offsets any advantage in selling the asset.  Consequently, the investor may find that they 

are simply stuck with their illiquid holdings.  In this case, investors are forced to retain illiquid 

securities and rebalance their portfolios by trading their more liquid securities or not trade at all.  

This suggests that despite the increase in risk, investors will hold high risk/ low quality stocks 

because of the decline in liquidity and will trade more liquid, higher quality shares.  This would 

appear as a “flight-from-quality” (FFQ) and would be evidenced by an especially large amount 

of sell orders for high quality stocks relative to low quality, riskier equities.  It is in this sense 

that this research examines investor response to liquidity constraints.  If there is a significant loss 

of liquidity in the market during a crisis, a flight from quality will occur because investors are 

unable to sell their riskier stocks.22  Therefore, this seemingly irrational behavior of holding on to 

less liquid stocks may actually be a rational response to the combination of a down market, 

holding stocks with relatively higher illiquidity risk, and the investor’s need to rebalance his 

portfolio.  If a FFQ does occur, it would be discernable by evaluating trade direction.  Therefore, 

the number of sale designated trades should be greater for high quality firms than for low quality 

firms during the crisis.23  

 
 

1.4 Results 
 
 

Examination of the liquidity measures answers two questions: i) how does liquidity 

change for a specific quality group? And ii) how does liquidity differ across quality groups 

                                                 
21 See also Liu, Longstaff, and Pan (2001).  They examine optimal portfolio choice in the event of jumps in price 
and volatility, and find that investors will take smaller positions in the stock market when a significant drop in price 
is probable. 
22 The investor’s inability to sell may also be self-imposed. That is, the investor may continue to hold the stock if the 
search and transactions costs become to great. There is empirical evidence to suggest that investors hold on to losing 
stocks to long. See Odean (1998a).  
23 It should be noted that trade direction is estimated. 
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before and during the crisis?  Tables 1.8 through 1.13 present the results of the means testing for 

the liquidity measures and pricing and trading activity variables for each quality group.24   

 
1.4.1 Within Group Tests 
 

Table 1.8 displays the results for the liquidity variables.  For the month of March, all 

mean differences exhibit the expected sign and significance.  These results suggest that the 

stocks in the sample, in both quality groups, changed significantly in liquidity at the onset of the 

crisis relative to the base month of January.  However, the CRS composite liquidity measure is 

insignificant for the high quality group, and the LMR measure is insignificant for the low quality 

group.  These two measures are distinct from the spread measures in that they account for 

changes in depth as well as the spread.  Although the LMR and CRS measures do not support 

our hypothesis, the conflicting results between the spread variables (quoted and effective 

spreads) and the depth adjusted spread variables (LMR and CRS) indicate the importance of 

considering depth as suggested by Lee et al. (1993).  Moving on to April and May, the results for 

the spread variables are significant but are the wrong sign for both quality groups.  These results 

indicate that the average change per month was greater during the pre-crisis period than the crisis 

period.  The LMR and CRS variables are negative for April, but the LMR variable is 

insignificant for the high quality group indicating that there is no significant difference between 

the changes in the months of January and April.  This suggests that the high quality group did not 

experience a significant change in liquidity for the month of April.  This evidence does support a 

less strict form of our hypothesis which suggests that high quality firms will maintain their 

liquidity during a crisis.  The change in the effective spread for the month of April and the high 

quality group is more weakly significant than the changes in the quoted spread variable.  The 

effective spread is the numerator of the LMR measure.  This suggests that the choice of an ex 

ante measure of liquidity (a quoted spread based measure) versus an ex post measure (an 

effective spread based measure) may affect the results of spread based studies.  This underscores 

the differences in the meaning of these variables.  Quoted values are posted by dealers and 

generally these quotes act as guidelines.  However, the effective spread reveals the price at which 

the stocks were actually traded.   

                                                 
24 Results for the medium quality group are not presented but are available upon request. 
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The price impact variable is significant for March though May.  However, the sign is 

incorrect for the months of April and May for both quality groups.  This positive sign suggests 

that stocks in both groups were becoming more liquid during this time because the average 

change in the price impact variable must be smaller in the later months for the difference to yield 

a positive sign.  This could be the result of increased volume during the crisis months or that 

investors had already incorporated the crisis into market pricing.   

The pricing variables in Table 1.9 also yield some unusual results.  For the month of 

March, the signs are as expected.  The results suggest that the transaction, bid, and offer prices 

are changing more during the crisis month than in January and coincides with the hypothesized 

results.  However, the size variable is positive and insignificant for the month of March 

indicating that there is no difference in the magnitude of changes between March and January.  

For April and May, the transaction, bid, and offer prices are significant but positive suggesting 

that the average change in these prices is larger in January than in the later months.  This result is 

carried through to the average depth measured in dollars due to the way it is calculated.  While 

our hypothesis suggests that these values are negative, it is possible that the pricing variables did 

not change much during these months because of a market-wide change in expectations.  The 

collapse of the bubble began in mid-March and extended to mid-April.  After that time, the 

market continued to decline steadily but there were fewer surprises.  That is, investors and other 

market participants may have already incorporated the collapse of the bubble into their pricing 

functions.  This could lead to less fluctuation and therefore, to a smaller average change in these 

variables for the later months relative to January.  These sign and significance levels are 

consistent with the price impact variable in Table 1.8.   

The average change in size exhibits a positive but insignificant sign for March but a 

negative, significant sign for the months of April and May.  This suggests that on average the 

size of actual transactions changed less in March relative January and more in April and May 

than in January.   This is the opposite of the transaction, bid, and offer price results and the sign 

is opposite of the depth variables.  The changes in depth variables are negative and significant 

for both groups and for every month.  This is consistent with the hypotheses and suggests that 

quoted depth values were changing more dramatically during the later months.  The sign and 

significance of the size variable is puzzling because it is counter to the depth results and is the 

same for both quality groups.  It is possible that investors are slow to change the size of their 
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transactions at the initiation of the crisis.  This would be a result of investors being slow to take 

in market information or interpreting the information incorrectly.  Because March 2000 was such 

a volatile month with the NASDAQ dropping almost 4% in one day (March 29, 2000) and then 

rebounding, investors may have considered this volatility as temporary.  

Table 1.10 reports the results for the trading activity variables.  The absolute value of the 

average change of the trading activity variables yields unexpected results.  Sell and total volume 

are positive (and insignificant) for March for both quality groups while the buy volume is 

significant in March for only the low quality group.  These results indicate that January 

experienced larger changes in the variables than at the onset of the crisis; however, the 

insignificance of the values suggests that changes in volume were statistically indistinguishable 

from January.  Given that the market began to decline in March and January was a peak month 

for the bubble, this is an odd result.  These results change for April and May.  For both groups, 

the average change in the variables is larger during these later months as evidenced by the 

negative sign.  This result combined with the results for March suggests a delay in market 

reaction. 

Turnover is positive for both groups in every month.  However, it is insignificant for the 

low quality group in April and for the high quality group in March.  This result is not surprising 

for the high quality group.  Although our hypothesis suggests a negative result, it appears that 

high quality stocks maintain their liquidity at the onset of the crisis as there is no significant 

difference between the changes in January and March.  The April, low quality group result 

suggests that the change in turnover in April is indistinguishable from January.  Despite the 

mixed results of the means testing, Figures 1.2 and 1.3 provide some insight into the behavior of 

the two groups.  Figure 1.2 indicates that in general the low quality average change in turnover is 

greater than the high quality, average change in turnover for the length of the sample period 

except at the initiation of the crisis.  The figure also suggests that the absolute value of the 

average change in turnover for the low quality stocks lags the high quality group after the 

initiation of the crisis.  Figure 1.3 illustrates the raw means of the absolute value change in 

turnover for each month.  January levels are represented by the horizontal lines.  High quality 

share behavior mimics the market in general.  As the market declined beginning in March, the 

high quality group values also changed more through time.  The low quality group turnover 

changed dramatically in March, regained some liquidity (change in turnover decreased relative to 
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January), and then declined.  This may be reflective of traders reducing activity in these low 

quality shares at the onset and then increasing trading activity to rebalance their portfolios in 

April.   

The trade time variable indicates the average time between transactions.  The more liquid 

and actively traded the stock, the shorter the time between transactions.  During the crisis, all 

stocks lose liquidity and the time between transactions should increase.  The variable is negative 

and significant for every month indicating that the time between transactions was greater during 

the crisis relative to the January values. 

 
 

1.4.2 Across Group Tests 
 

Tables 1.11 trough 1.13 present the results for the across quality group means testing.  

These tests determine if there is a significant difference between the magnitude of the changes in 

the variables for the low and high quality groups for each month.  We suggest that the magnitude 

of change should be greater for the low quality group relative to the high quality group.  This 

would result in a positive, significant difference.  Although there may be more activity in the 

high quality group as investors sell their high quality shares that have maintained liquidity and 

hence some value, the changes should be more dramatic for the low quality group. 

Table 1.11 presents the results for the liquidity variables.  For the quoted and effective 

spreads, the values are positive and significant for every month and match the hypothesized 

signs.  This suggests that the change in these variables is greater for the low quality group than 

the high quality group.   This is expected because the spread should widen as dealers attempt to 

protect themselves from inventory holding risk.  Because there is more risk associated with a low 

quality stock, the spread should increase more for the low quality than the high quality stock.  In 

essence, the low quality stock becomes less liquid.  The LMR liquidity measure is insignificant 

for every month except April.  While April is the only a significant value, all the months exhibit 

the wrong sign indicating that the high quality group experiences a larger change in liquidity 

relative to the low quality group, the opposite of the sign of the hypothesized difference.  All the 

values are significant and positive for the CRS liquidity measure, which is as expected, 

suggesting that the magnitude of change in liquidity for the low quality group is greater than that 

of the high quality group.  The difference in the results of the two depth adjusted spreads may be 
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a function of the variable definitions.  As noted above, the LMR variable is an ex post measure 

while the CRS variable is an ex ante measure.  The price impact variable is negative and 

significant for every month except in March.  While the March variable is positive, it is 

insignificant.  The larger the price impact, the lower the liquidity of the stock.  Because the lower 

quality stock should exhibit lower liquidity, the lower quality stock should experience a large 

price impact and a larger change in the price impact variable.  According to the hypothesis, the 

change in the price impact would be larger for the low quality group due to the infrequency of 

trading or because of a large drop in price.  The negative values may be a result of increased 

activity in the high quality group and stale price values for the low quality group. 

The results for the liquidity variables are mixed.  While the spread variables and the CRS 

variable support the hypothesis, the LMR and price impact exhibit the wrong sign.  Because all 

the variables are a measure of liquidity, the results suggest that these variables are sensitive to 

different factors, which requires further study. 

Table 1.12 presents the results for the pricing variables.  According to the hypothesis, 

high quality shares would maintain liquidity and value.  The low quality group would exhibit 

greater changes in transaction price, bid, and offer as well as the associated depths.  Therefore, 

the magnitude of the changes in the price and depth variables for the high quality group should 

be less than the magnitude of changes in the low quality group variables where value dissipates 

quickly.  However, the evidence does not support this proposition.  Only the bid and offer 

variables exhibit the expected sign in March, the initiation of the crisis.  The change in size 

variable is positive and significant for every month except March. 

Because so many of the variables are negative, the results suggest that there were larger 

changes for the high quality group overall.  This may be the result of increased trading activity 

for the high quality group or a larger correction by the market for this group.  An alternate 

explanation is that market participants viewed the downturn as temporary inducing bargain 

hunting the market.  Increased activity could be translated into changes of larger magnitude for 

the high quality group.  However, the analysis does not reveal the direction of the changes in the 

variables just the magnitude. 

The results for the trading activity variables are presented in Table 1.13.  The trade time 

variable results take the expected sign.  The low quality group exhibits a longer period of time 

between trades.  The difference between the low and high quality groups diminishes during the 
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initiation of the crisis likely due to increased trading in response to the crisis.  The sell volume 

variable exhibits a positive sign for every month.  However, only the values for April and May 

are significant.  The sell volume results are counter to the hypothesized sign.  This suggests that 

the change in sell volume is greater for the low quality group than the high quality group.  The 

signs and significance results of the buy and sell volume variables are mimicked by the total 

volume variable.  This provides support for the flight-to-quality explanation which suggests 

investors sell their low quality holdings to reduce risk.  However, this explanation, which is 

counter to the hypothesis, would require the buy volume results to take a negative sign.  This 

would indicate a larger change in the buy activity for the high quality group.  The combined sell 

and buy volume results do not confirm either the proposed hypothesis or the more conventional 

flight-to-quality explanation. 

 

1.4.3 Trade Direction Analysis 
 

Tables 1.14-1.24 present the results for the trade direction analysis. Our hypothesis 

suggests that the number of sell transactions will be greater for the high quality group than the 

number of sell transactions for the low quality group during the initiation of the market downturn 

of 2000. 

Tables 1.14 and 1.15 present the total number of trades per quality category and the 

number of buy and sell transactions per quality category.  The tables suggest trading increased in 

April for both quality groups. The high quality group generates about three times as many 

transactions as the low quality group, which is congruous with the theory that high quality shares 

are more liquid.  Because the high quality group generates so many more transactions than the 

low quality group, the number of transactions per group is converted to percentages in Table 

1.16 for comparison and is illustrated in Figure 1.4.  The Table 1.16 results do not conform to the 

expected trade direction. The amount of buy transactions (in percent) is greater than the amount 

of sell transactions for both quality groups for every month as can be seen in Figure 1.4.  Buy 

transactions for the low quality group increase by 1.54% from March to April.  The high quality 

group also sees an increase in the buy category for the same time period although it is only .12%.  

This is unexpected given that the .com bubble burst in mid-March.  By May, buy and sell 

transaction levels are close to their January values for both groups.  
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Table 1.17 and Figure 1.5 present the order imbalance as a percent of the total number of 

transactions per month per quality group.  Table 1.17 and Figure 1.5 illustrate the number of buy 

versus sell transactions. A positive number indicates a larger number of buy transactions, a 

negative number indicates a larger number of sell transactions, and values close to zero indicate 

an equal number of buy and sell transactions. For every month both quality groups exhibit a 

larger number of buy transactions. However, the low quality group shows a more extreme 

increase in buying activity from March to April than the high quality group (which exhibits 

relatively the same amount of excess buy transactions in March and April). This may be the 

result of bargain hunters who view the initial downturn of the market as a temporary 

phenomenon.  

Table 1.18 presents the percentage change from January to the subsequent months in the 

study, and Figure 1.6 presents the net effect.  Table 1.18 shows an increase in the number of 

transactions from January for every month and category except for the low quality group in May.  

The number of transactions decreased in May relative to January for the low quality group with a 

bigger reduction in transactions on the sell side. There is also a substantial increase in the 

number of transactions in April.  This is expected because the initial phase of the crisis occurred 

from mid-March until late April.  However, the change in the number of transactions in March is 

relatively small as compared to the other months. In general, there is more activity in the high 

quality group for both the buy and sell categories relative to the low quality group.  

The net effect results are presented at the bottom of Table 1.18 and Figure 1.6.  Both 

quality groups showed an increase in the number of transactions on the buy side for March and 

April.  However, the low quality group exhibits a larger increase in the buy category than the 

high quality group.  This suggests that investors were actually purchasing low quality shares 

during the initial phase of the crisis.  An increase in the low quality purchases is not fitting with 

the conventional flight-to-quality concept.  This behavior may reflect investor perception that the 

downturn was temporary. 

The percentage change in the number of transactions for each month relative to January 

do not overwhelmingly support the hypothesis that the high quality group will exhibit more 

transactions on the sell side during the initial phase of the crisis. While the high quality group 

does exhibit a greater number of sell transactions in April (32.19% to 19.02%), the number of 

buy transactions also increases for both groups in the same month.  It is only in May that the low 
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quality group exhibits an overall reduction in transactions activity.  However, there is a larger 

reduction in sell transactions than is suggested by the hypothesis.  However, this occurs in May 

rather than in March or April. 

Tables 1.14-1.18 suggest that the low quality group is more reactive to the initial phase of 

the crisis than the high quality group, and that the reaction lags the actual start of the crisis which 

occurred in March. Also, the results show that despite the crises a larger number of buy 

transactions occur for both quality groups in every month.  

Tables 1.19-1.24 examine the number of transactions as a cross-section of both quality 

and liquidity.  The firms are ranked based on the average quoted spread of their transactions in 

January.  Firms with larger (narrower) quoted spreads are ranked lower (higher).25  By 

examining the transactions by liquidity and quality, it is possible to determine if there is a 

quantitative difference in the trading direction of high quality, high liquidity stocks versus low 

quality, low liquidity stocks.  

Table 1.19 shows the total number of transactions per category.  The high quality group, 

regardless of the liquidity rank, exhibits a larger number of transactions than the low quality 

group, as would be expected.  However, within the quality groups, the liquidity groups differ in 

behavior.  Table 1.20 presents the percentage change in the number of transactions from month 

to month for each category.  Within the low liquidity group, the number of transactions for the 

low quality category is increasing for every month, while the high quality group exhibits an 

increase in transactions only in March and April.  

The high quality, low liquidity group actually experiences a decrease in transactions from 

April to May of almost 11%. The results for the high liquidity group are also exhibited in Table 

1.20.  The high liquidity, low quality group declines every month while the high liquidity, high 

quality group shows an increase in the number of transactions in March and April and a decrease 

from April to May.  Our hypothesis suggests an increase in transactions, particularly in the high 

quality, high liquidity group and, more broadly, an increase in the high quality category. The low 

liquidity, low quality group should experience a decrease in transactions. While the high quality, 

high liquidity group does experience an increase in transactions, the low liquidity, low quality 

group also experiences an increase in transactions (and by a larger percentage).  

                                                 
25 The same analysis has been completed with other liquidity rankings and there is no substantial difference in 
results. These tables are available upon request.  
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In order to determine if the increase in activity is on the buy or sell side, the transactions 

are displayed in Tables 1.21 and 1.22 and Figure 1.7.  Table 1.21 presents the raw number of 

transactions, and Table 1.22 presents the transactions as a percent of the total number of 

transactions per quality group per month.  For the high quality group, regardless of the liquidity 

group, the percentage of buy transactions is greater than the percentage of sell transactions for 

every month.  For the low quality group, the high liquidity category exhibits a greater percentage 

of sell transactions for every month.  This does adhere loosely to the hypothesis that the high 

quality shares should exhibit more sell transactions.  The low liquidity category exhibits a higher 

percentage of buys relative to sells for every month except January and a higher percentage of 

buy transactions than the high quality, low liquidity group.  These results are summarized in 

Table 1.23 and Figure 1.8 and illustrate any order imbalance in each category.  The results do not 

support the hypothesis, which suggests that the high quality, high liquidity values would be 

negative and greater than the low quality, low liquidity values.  The low liquidity category, 

regardless of the quality group, experienced a greater percentage of buys for every month except 

January.  The high quality group, regardless of liquidity, also exhibited a greater percentage of 

buys for every month.  The results suggest that investors were interested in the high quality 

firms, perhaps to lower their portfolio risk, and the low quality, low liquidity firms, possibly to 

earn higher returns in the future.  

  Tables 1.24 and Figure 1.9 present the percentage change from the base month, January, 

for each month. A negative (positive) value suggests the number of transactions is greater in the 

base month (subsequent month).  Table 1.24 shows that the low quality, low liquidity group 

exhibits a substantial increase in buy activity for each month relative to the base month and that 

the sell activity peaks in April, but then drops below the January levels.  This is counter to the 

hypothesis which anticipates a negative value for the sell category.  The low quality, high 

liquidity group exhibits a decrease in activity relative to the January values for every month and 

this decrease is increasing over time.  The high quality group, regardless of liquidity level, shows 

a peak in April with the percentage change in buys typically offsetting the percentage change in 

sells.  

The net effect is presented at the bottom of Table 1.24 and illustrated in Figure 1.9. There 

is little difference between the percentage change of buys and sells for the high liquidity group 

and an increasing amount of buying activity in the low quality, low liquidity group.  
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In general, the results do not support the hypothesis of a flight-from-quality.  Both the 

high quality, high liquidity and low quality, low liquidity groups exhibit a larger number of buy 

transactions than sell transactions for March and April. The high quality, low liquidity category 

is the only group to exhibit an increasing amount of sell activity from month to month. The low 

quality, high liquidity group also exhibits an increase in sell transactions, but the increase is very 

small. These results suggest that investors are most active in the extreme groups relative to the 

January levels. This reinforces the overall results in Table 1.23 which examines the order 

imbalance or net effect for each month. These results are similar except that the high quality, low 

liquidity group shows an average .70% more buys.  

 
1.4.4 Returns Analysis 
 

Table 1.25 and Figure 1.10 present the average return for each group per month. The 

current literature suggests that low liquidity shares should exhibit a higher return as 

compensation for bearing illiquidity risk.  If this holds, the low quality, low liquidity shares 

should exhibit the highest return of the four groups in the month of January. This group should 

exhibit the lowest returns for the subsequent months when these stocks become the most illiquid 

and investors must drop their selling price to unwind their positions.  The high quality, high 

liquidity group should exhibit the highest return during the crisis as the stocks in this group 

should maintain their value and liquidity.  

Several points are evident from Table 1.25.  During the initiation of the .com crisis 

(March and April), stocks with the highest liquidity exhibited the highest returns (or the least 

negative). The stocks that generated the lowest returns per month during the crisis are ranked in 

the lowest liquidity category. For the month of January, the low quality, low liquidity group does 

exhibit the highest average return followed closely by the low quality, high liquidity group. After 

the initiation of the crisis in May, the low quality, low liquidity group exhibits the highest returns 

of the four groups. Moving across the liquidity categories, it is evident (from Figure 1.10) that 

the high quality group fairs better during the crisis except in the April, high liquidity category 

where the low quality group exhibits a higher return.  Moving down the quality categories, the 

high liquidity group performs better than the low liquidity group during the crisis except in the 

April, high quality category.  These results are consistent with the previous studies. 
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1.5 Conclusion 
 

 

The means testing results are generally mixed.  While there is evidence that the crisis had 

a significant impact on liquidity for both the high quality and low quality groups, the results do 

not confirm the hypothesis that investors sell their high quality shares in greater numbers during 

the crisis.  The trade direction analysis also does not support the flight-from-quality hypothesis.  

However, the relationship between liquidity level and returns as suggested by previous studies is 

confirmed by the data. 

There are several reasons why the results may be inconclusive.  First, a selection bias is 

created by cross referencing the original list of firms from the WSRN firm list and the 

COMPUSTAT and CRSP databases.  Because the WSRN does not maintain an historic list of 

firms that were listed and removed from the website, firms that were listed during the crisis and 

removed later are not included in the study.  These firms are likely the lower quality firms that 

went bankrupt or could not maintain the criteria set by the Internet.com Corporation, and the 

firms that remained on the list were of higher quality.  The list originally contained 316 firms.  

While the trading data can be obtained for every stock on the list, COMPUSTAT and CRSP do 

not cover all 316 firms.  Also, some of the firms on the list were eliminated because their IPO 

dates were after the .com crisis of 2000.  Therefore, there are many firms that may have passed 

the criteria for listing on the site in 2000, but these firms were removed from the website before 

the study began, resulting in a smaller sample size.  As such, the sample may include mostly 

higher quality and, therefore, higher liquidity stocks. 

 Gauging market perception is also an issue in this study.  If individual investors viewed 

all .com firms in the same way regardless of firm fundamentals, the investors would have traded 

all the stocks in the same way.  It is also now widely accepted that many investors were trading 

based on word of mouth recommendations or based on financial news coverage without the use 

of any other form of investment research.  Therefore, financial news coverage or analyst 

coverage may have affected the trading behavior in the market. 

The testing procedure may also be inadequate to pick up the subtleties of trading 

behavior.  The means testing was conducted over a one month time period due to the magnitude 

of the data and the convention of averaging this data into a minimum of a daily frequency.  [See 

Chordia et al. (2000) and (2001)].  Because of this process and the speed of market reaction, the 
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use of monthly means testing may have muted the effects of market behavior as exposed in the 

testing procedure.  Although this study limits coverage to only a few months surrounding the 

initial crisis, it may be more effective to choose a smaller time period surrounding a crisis. 

While TAQ data provides many avenues for new research, the data may be inadequate 

for this type of study because it does not note whether a trade is buyer or seller initiated.  Ideally, 

data for this type of study would consist of brokerage data from individual portfolios with an 

indication of whether a trade was initiated as a buy or sell transaction. 

Despite the ambiguous results of this study, there are several extensions that warrant 

further consideration.  While the liquidity premium is now an accepted concept in financial 

research, very little research has been completed on the actual calculation of the premium and 

whether the premium is in fact a characteristic or a true risk factor.  There are also questions as to 

whether the liquidity premium is time varying according to market conditions or investor 

perceptions.   

The TAQ database will also be useful in the continual study of trade direction and 

investor reaction in the market.  Discerning what triggers a change in trading direction and price 

formation as well as how investor perception, financial news coverage, and changes in market 

conditions affect these topics are still uncharted territory.  Issues surrounding the liquidity 

premium and liquidity in general will continue to be an important part of both behavioral and 

microstructure research in the future. 
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Table 1.1: Summary Statistics 
Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  
scores.  (The high quality group has the highest score and the low quality group has the lowest 
score.)  Market values were determined by multiplying shares outstanding times fiscal year end 
prices.  If fiscal year end prices were not available, share prices at one week after the public 
offering were used.  For IPO firms, shares outstanding were based on the shares outstanding one 
week after the public offering. Only Internet firms which issued equity before February 1, 2000 
are included in the study. 

 

 Quality group N Median Mean 

Std. 

Deviation Minimum Maximum

ALTMAN Lowest quality 65 1.01 -1.23 10.28 -70.68 5.34

Z’ Score Medium quality 65 8.46 8.94 2.48 5.40 13.38 

 Highest quality 65 27.68 112.42 471.33 14.23 3811.65 

 Total 195 8.46 40.04 275.64 -70.68 3811.65 

ROA Lowest quality 65 -0.30 -0.45 0.60 -3.41 0.51 

 Medium quality 65 -0.15 -0.15 0.18 -1.08 0.21 

 Highest quality 65 -0.13 -0.13 0.20 -0.71 0.26 

 Total 195 -0.17 -0.25 0.41 -3.41 0.51 

WCTA Lowest quality 65 0.34 0.29 0.38 -1.71 0.88 

 Medium quality 65 0.66 0.62 0.21 0.00 0.90 

 Highest quality 65 0.68 0.61 0.27 0.00 0.93 

 Total 195 0.60 0.51 0.33 -1.71 0.93 

ETD Lowest quality 11 9.23 8.39 5.20 0.30 14.89 

(MV/TL) Medium quality 8 6.86 7.20 2.55 4.41 11.50 

 Highest quality 38 40.89 154.80 581.76 14.29 3624.45 

 Total 57 26.14 105.83 478.02 0.30 3624.45 

ETD1 Lowest quality 54 2.48 2.67 2.29 -1.15 10.26 

(BE/TL) Medium quality 57 5.87 6.48 2.70 2.28 13.38 

 Highest quality 27 15.69 34.66 68.73 8.15 294.27 

 Total 138 4.99 10.50 32.36 -1.15 294.27 

RETA Lowest quality 65 -0.62 -1.20 2.15 -15.07 0.08 

 Medium quality 65 -0.24 -0.30 0.32 -1.38 0.56 

 Highest quality 65 -0.22 -0.28 0.45 -2.19 0.55 

 Total 195 -0.28 -0.59 1.34 -15.07 0.56 
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Table 1.2: Summary Statistics 
Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  
scores. (The high quality group has the highest score and the low quality group has the lowest 
score.)  Market values were determined by multiplying shares outstanding times fiscal year end 
prices.  If fiscal year end prices were not available, share prices at one week after the public 
offering were used.  For IPO firms, shares outstanding were based on the shares outstanding one 
week after the public offering.  Only Internet firms which issued equity before February 1, 2000 
are included in the study. 

 Quality group N Median Mean 

Std. 

Deviation Minimum Maximum

 Lowest quality 65 0.10 0.13 0.29 -1.35 1.61
B/M Medium quality 65 0.12 0.17 0.14 0.01 0.71

 Highest quality 65 0.12 0.18 0.17 0.00 0.91 

 Total 195 0.12 0.16 0.21 -1.35 1.61 

 Lowest quality 65 378.74 1,073.10 1,860.79 3.24 12,945.49

MV Medium quality 65 833.37 1,691.36 2,520.40 75.81 16,345.89

 Highest quality 65 834.66 5,058.21 14,219.98 27.59 99,744.79

 Total 195 711.39 2,607.56 8,545.64 3.24 99,744.79

Shares Lowest quality 65 24.15 30.00 25.89 0.07 163.87 

Outstanding Medium quality 65 28.49 44.87 57.32 4.60 376.30 

(millions) Highest quality 65 24.06 61.40 142.32 3.43 1,041.72 

 Total 195 25.99 45.42 90.29 0.07 1,041.72 

 Lowest quality 65 0.41 23.38 73.70 0.00 371.64 

LT Debt Medium quality 65 0.74 14.46 75.44 0.00 569.44 

 Highest quality 65 0.00 23.81 94.60 0.00 538.90 

 Total 195 0.33 20.55 81.49 0.00 569.44 
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Table 1.3: Summary Statistics- IPO Distribution 
Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  Firms 
included in the sample are based on the WSRN list for the ISDEX®, The Internet Stock Index®.  Initial 
public offering data is gathered from COMPUSTAT.  Only Internet firms which issued equity before 
February 1, 2000 and included in the TAQ, CRSP and COMPUSTAT databases are included in the study. 

 

                  Quality Category 

  Low Medium High Total 

Pre-1996 3 3 5 11 

1996 2 3 6 11 

1997 4 0 12 16 

1998 2 2 15 19 

1999 53 55 27 135 

Year of IPO 

January 2000 1 2 0 3 

Total  65 65 65 195 

 



 

40 

Table 1.4:  Filtered Trade and Quote Data Description 

Trades and quotes are collected from the TAQ database and filtered according to recommendations in 
Bessimbinder (2000) for the 195 firms included in the study. 

 

Month Trades NBBO Quotes 

January, 2000 9,876,919 5,106,383 

March, 2000 10,325,803 6,340,612 

April, 2000 13,144,258 6,241,454 

May, 2000 10,808,681 5,649,413 
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Table 1.5:  Expected Signs for Changes in Liquidity Variables 

Hypothesized signs for the within group and across group means testing.  Variables are calculated by 
averaging the absolute value of all intraday changes and then averaging the daily values into one monthly 
average that is used in the means testing analysis.  Variable definitions are summarized in Appendix A. 

 
 
 
 

Within Quality Groups

[January Levels vs. 

Initial Crisis Levels 

(March and April) and 

May] 

Across Quality Groups 

[Low Quality vs. High 

Quality per Month] Variable 

Crisis level relative to 

January level will be: 

Low quality level relative to 

high quality level will be: 

|∆Quoted 

Spread| 
(─)  (+)  

|∆Effective 

Spread| 
(─)  (+)  

|∆LMR Effective 

Spread| 
(─)  (+)  

|∆CRM 

Composite| 
(─)  (+)  

|∆Price Impact| (─)  (+)  
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Table 1.6:  Expected Signs for Changes in Pricing Variables 
Hypothesized signs for the within group and across group means testing.  Variables are calculated by 
averaging the absolute value of all intraday changes and then averaging the daily values into one monthly 
average that is used in the means testing analysis.  Variable definitions are summarized in Appendix A. 

 
 
 
 

Within Quality 

Groups 

[January Levels vs. 

Initial Crisis Levels 

(March and April)] 

Across Quality Groups 

[Low Quality vs. High 

Quality per Month] Variable 

Crisis level relative to 

January level will be: 

Low quality level relative to 

high quality level will be: 

|∆Price| (─)  (+)  

|∆Size| (─)  (+)  

|∆Bid| (─)  (+)  

|∆Bid Depth| (─)  (+)  

|∆Offer| (─)  (+)  

|∆Offer Depth| (─)  (+)  

|∆Average 

Depth| 
(─)  (+)  

|∆ Average 

Depth $$ | 
(─)  (+)  
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Table 1.7:  Expected Signs for Changes in Trading Activity Variables 
Hypothesized signs for the within group and across group means testing.  Variables are calculated by 
averaging the absolute value of all intraday changes and then averaging the daily values into one monthly 
average that is used in the means testing analysis.  Variable definitions are summarized in Appendix A. 

 

 
 
 

Within Quality Groups

[January Levels vs. 

Initial Crisis Levels 

(March and April)] 

Across Quality Groups 

[Low Quality vs. High 

Quality per Month] Variable 

Crisis level relative to 

January level will be: 

Low quality level relative to 

high quality level will be: 

|∆ Sell Volume| (─)  (─) 

|∆ Buy Volume| (─) Ambiguous 

|∆ Total Volume| (─)  (─) 

|∆ Turnover| (─) (─) 

Trade Time (─)  (+)  
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Table 1.8:  Results for Within Quality Group Tests for Changes in Liquidity Variables 
Variables are calculated by averaging the absolute value of all intraday changes and then averaging the daily values into one monthly average that 

is used in the means testing analysis.  Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  (The 
high quality group has the highest score and the low quality group has the lowest score.)  Within group means testing evaluates the mean 
difference of the January mean and the subsequent month during the crisis for each quality group.  Medium quality results are available upon 
request.  The mean difference is the top value, the p value is the bottom value, and the asterisks indicate the level of significance.  Variable 
definitions are summarized in Appendix A. 

 
 

Variables Low Quality High Quality 

  March April May March April May 

|∆Quoted 

Spread| -0.0124   0.0109   0.0245   -0.0065   0.0092   0.021   

  0.0000 *** 0.0000 *** 0.0000 *** 0.0099 *** 0.0001 *** 0.0000 ***

|∆Effective 

Spread| -0.0168   0.0235   0.0703   -0.0138   0.0091   0.0685   

  0.0010 *** 0.0000 *** 0.0000 *** 0.0069 *** 0.0607 * 0.0000 ***

|∆LMR| -2.8833   -1.0113   37.4477   -4.2529   -8.8549   36.6163   

  0.5986     0.8605     0.0000 *** 0.3146     0.1439     0.0000 ***

|∆CRS 
Composite 
Liquidity| -0.1224   -1.1528   -1.5213   -0.0426   -0.8418   -0.0001   

(x10,000) 0.0650 * 0.0000 *** 0.0000 *** 0.2813     0.0000 *** 0.0000 ***

|∆Price 

Impact| -87.444   3.4931   8.4108   -83.4226   1.4945   0.0008   

(x10,000) 0.0000 *** 0.0000 *** 0.0000 *** 0.0000 *** 0.0132 ** 0.0000 ***

*      .10 level of significance 
**    .05 level of significance 
***  .01 level of significance 
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Table 1.9:  Results for Within Quality Group Tests for Changes in Pricing Variables 
Variables are calculated by averaging the absolute value of all intraday changes and then averaging the daily values into one monthly average that 

is used in the means testing analysis.  Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  (The 
high quality group has the highest score and the low quality group has the lowest score.)  Within group means testing evaluates the mean 
difference of the January mean and the subsequent month during the crisis for each quality group.  Medium quality results are available upon 
request.  The mean difference is the top value, the p value is the bottom value, and the asterisks indicate the level of significance.  Variable 
definitions are summarized in Appendix A. 
 
 

 

Variables Low Quality High Quality 

  March April May March April May 

|∆Price| -0.0157   0.0229   0.0687   -0.0134   0.0077   0.0663   

  0.0016 *** 0.0000 *** 0.0000 *** 0.0068 *** 0.1008     0.0000 ***

|∆Size| 24.6707   -143.7730   -94.8437   9.2537   -72.9887   -32.8387   

  0.1143     0.0000 *** 0.0000 *** 0.5522     0.0000 *** 0.0274 ** 

|∆Bid| -0.0102   0.0049   0.0137   -0.0052   0.0047   0.0129   

  0.0000 *** 0.0007 *** 0.0000 *** 0.0024 *** 0.0041 *** 0.0000 ***

|∆Bid Depth| -0.2825   -0.1954   -0.4554   -0.3459   -0.1490   -0.3352   

  0.0000 *** 0.0000 *** 0.0000 *** 0.0001 *** 0.0536 * 0.0001 ***

|∆Offer| -0.0105   0.0064   0.0142   -0.0061   0.0061   0.0129   

  0.0000 *** 0.0000 *** 0.0000 *** 0.0017 *** 0.0004 *** 0.0000 ***

|∆Offer Depth| -0.2172   -0.1652   -0.3198   -0.2891   -0.1882   -0.2758   

  0.0000 *** 0.0000 *** 0.0000 *** 0.0003 *** 0.0083 *** 0.0002 ***

|∆Average -0.2104 -0.1595 -0.3433 -0.2847 -0.1576 -0.2799

Depth| 0.0000 *** 0.0000 *** 0.0000 *** 0.0001 *** 0.0219 ** 0.0001 ***

|∆Average  -11.357   14.9419   19.0815   -17.5456   18.1492   22.0103   

Depth ($$)|  0.0000 *** 0.0000 *** 0.0000 *** 0.0018 *** 0.0006 *** 0.0000 ***

*      .10 level of significance **    .05 level of significance ***  .01 level of significance 
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Table 1.10:  Results for Within Quality Group Tests for Changes in Trading Activity Variables 
Variables are calculated by averaging the absolute value of all intraday changes and then averaging the daily values into one monthly average that 

is used in the means testing analysis.  Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  (The 
high quality group has the highest score and the low quality group has the lowest score.)  Within group means testing evaluates the mean 
difference of the January mean and the subsequent month during the crisis for each quality group.  Medium quality results are available upon 
request.  The mean difference is the top value, the p value is the bottom value, and the asterisks indicate the level of significance.  Variable 
definitions are summarized in Appendix A. 

 

 

Variables Low Quality High Quality 

  March April May March April May 

|∆Sell 

Volume| 12.1539   -94.6124   -50.9260   8.1990   -38.8807   -17.0084   

  0.2459     0.0000 *** 0.0000 *** 0.3610     0.0000 *** 0.0552 * 

|∆Buy 

Volume| 22.5157   -82.7593   -51.9801   12.4038   -38.4087   -13.9344   

  0.0422 ** 0.0000 *** 0.0007 *** 0.2465     0.0001 *** 0.1629     

|∆Total 

Volume| 24.6707   -143.7733   -94.8437   9.2536   -72.9888   -32.8388   

  0.1143     0.0000 *** 0.0000 *** 0.5522     0.0000 *** 0.0274 ** 

|∆Turnover| 0.0060   0.0007   0.0038   0.0005   0.0020   0.0040   

  0.0000 *** 0.7270   0.0590 * 0.7870     0.0960 * 0.0010 ***

Trade Time -25.9712   -12.6618   -77.7041   -29.8201   -14.9889   -64.6171   

  0.0004 *** 0.0234 ** 0.0000 *** 0.0003 *** 0.0277 ** 0.0000 ***

*      .10 level of significance 
**    .05 level of significance 
***  .01 level of significance 
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Table 1.11:  Results for Across Quality Group Tests for Changes in Liquidity Variables 

Variables are calculated by averaging the absolute value of all intraday changes and then averaging the 
daily values into one monthly average that is used in the means testing analysis.  Firms in the sample 

were ranked and placed into three quality groups based on their Altman Z ′  scores.  (The high quality 
group has the highest score and the low quality group has the lowest score.)  Across group means testing 
evaluates the mean difference of the low quality group mean and the high quality group mean for each 
month in the study.  The mean difference is the top value, the p value is the bottom value, and the 
asterisks indicate the level of significance.  Variable definitions are summarized in Appendix A. 

 
 
 
 

Variable January  March April May 

|∆Quoted 

Spread| 0.0003    0.0005   0.0006   0.0007   

  0.0000 ***  0.0000 *** 0.0000 *** 0.0000 ***

|∆Effective 

Spread| 0.0006    0.0008   0.0012   0.0011   

  0.0000 ***  0.0000 *** 0.0000 *** 0.0000 ***

|∆LR| -4.0849    -5.4544   -11.9285   -4.9163   

  0.4562      0.1887     0.0624 * 0.1557     

|∆CRS 
Composite 
Liquidity| 0.2029   0.2827   0.5139   0.7616   

(x10,000) 0.0001 ***  0.0000 *** 0.0001 *** 0.0000 ***

|∆Price 
Impact| -1.3259    2.6953   -3.3245   -1.5966   

(x10,000) 0.0280 **  0.8514     0.0000 *** 0.0000 ***

     *      .10 level of significance 
     **    .05 level of significance 
     ***  .01 level of significance 
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Table 1.12:  Results for Across Quality Group Tests for Changes in Pricing Variables  
Variables are calculated by averaging the absolute value of all intraday changes and then averaging the 
daily values into one monthly average that is used in the means testing analysis.  Firms in the sample 

were ranked and placed into three quality groups based on their Altman Z ′  scores.  (The high quality 
group has the highest score and the low quality group has the lowest score.)  Across group means testing 
evaluates the mean difference of the low quality group mean and the high quality group mean for each 
month in the study.  The mean difference is the top value, the p value is the bottom value, and the 
asterisks indicate the level of significance.  Variable definitions are summarized in Appendix A. 

  
 
 
 

Variable January  March April May 

|∆Price| -0.0081    -0.0058   -0.0234   -0.0106   

  0.0761 *  0.2636     0.0000 *** 0.0000 ***

|∆Size| 3.6270    -11.7900   74.4116   65.6321   

  0.8088      0.4587     0.0006 *** 0.0006 ***

|∆Βid| -0.0013    0.0037   -0.0014   -0.0021   

  0.4327      0.0434 ** 0.3372     0.0325 ** 

|∆Bid 
Depth| -0.2134    -0.2769   -0.1671   -0.0933   

  0.0006 ***  0.0005 *** 0.0065 *** 0.2108     

|∆Offer| -0.0007    0.0036   -0.0010   -0.0021   

  0.6693      0.0815 * 0.4804     0.0462 ** 

|∆Offer 
Depth| -0.2242    -0.2961   -0.2472   -0.1801   

  0.0000 ***  0.0001 *** 0.0001 *** 0.0070 ***

|∆Total 
Depth| -0.3851   -0.5337   -0.3813   -0.2583   

  0.0002 ***  0.0001 *** 0.0006 *** 0.0384 ** 

|∆Average 
Depth| -0.1925    -0.2668   -0.1907   -0.1292   

  0.0002 ***  0.0001 *** 0.0006 *** 0.0384 ** 

|∆Average 
Depth| ($$) -44.6331    -50.8215   -41.4259   -41.7044   

  0.0000 ***  0.0000 *** 0.0000 *** 0.0000 ***

*      .10 level of significance 
          **    .05 level of significance 
          ***  .01 level of significance 
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Table 1.13:  Results for Across Quality Group Tests for Trading Activity Variables 
Variables are calculated by averaging the absolute value of all intraday changes and then averaging the 
daily values into one monthly average that is used in the means testing analysis.  Firms in the sample 

were ranked and placed into three quality groups based on their Altman Z ′  scores.  (The high quality 
group has the highest score and the low quality group has the lowest score.)  Across group means testing 
evaluates the mean difference of the low quality group mean and the high quality group mean for each 
month in the study.  The mean difference is the top value, the p value is the bottom value, and the 
asterisks indicate the level of significance.  Variable definitions are summarized in Appendix A.  

 
 
 
 

Variable January  March April May 

|∆Sell 
Volume| 12.0031    8.0482   67.7348   45.9208   

  0.2020      0.4167     0.0000 *** 0.0000 ***

|∆Buy 
Volume| 5.6872    -4.4247   50.0379   43.7329   

  0.5899      0.6857     0.0005 *** 0.0025 ***

|∆Total 
Volume| 3.6271    -11.7900   74.4116   65.6321   

  0.8088      0.4587     0.0006 *** 0.0006 ***

|∆Turnover| -0.0009    -0.0026   -0.0071   -0.0123   

 0.7995   0.1596  0.0000 *** 0.0000 ***

Trade Time 21.0261    17.1772   18.6990   34.1132   

  0.0000 ***  0.0656 * 0.0106 ** 0.0006 ***

*      .10 level of significance 
**    .05 level of significance 
***  .01 level of significance 
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Figure 1.1:  ISDEX® and NASDAQ Computer Indices:  Jan. 1, 1996 through Jan. 1, 2002 
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Figure 1.2: Average Absolute Value of the Change in Turnover 
The absolute value of the change in turnover is calculated by averaging the absolute value of all intraday 
changes into daily values for each quality group.   Firms in the sample were ranked and placed into three 

quality groups based on their Altman Z ′  scores.  (The high quality group has the highest score and the 
low quality group has the lowest score.)   
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Figure 1.3: Monthly Average of the Absolute Value of the Change in Turnover Relative to the 
January Base Value 

The absolute value of the change in turnover is calculated by averaging the absolute value of all intraday 
changes into daily values for each quality group.  Horizontal lines represent the January base value.  

Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)    
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Table 1.14:  Total Number of Transactions 
Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  The 
number of transactions is determined by summing the transactions in each quality category.  Medium 
quality results are available upon request. 

 
 
 
 

  Low Quality High Quality Total 

January 1,886,466 5,716,098 7,602,564 

March 1,970,614 5,894,355 7,864,969 

April 2,326,573 7,637,214 9,963,787 

May 1,749,272 6,503,375 8,252,647 

Total 7,932,925 25,751,042 33,683,967 
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Table 1.15:  Total Number of Transactions in Buy and Sell Categories 
Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  The 
number of transactions per buy and sell group is determined by summing the transactions in each quality 
category.  Buy and sell transactions are determined based on the Lee and Ready (1991) methodology.  
Medium quality results are available upon request. 

 
 
 
 
 
 

  MONTH Low Quality High Quality Total 

  January 948,656 2,947,171 3,895,827 

Buys March 994,858 3,069,715 4,064,573 

  April 1,210,298 3,986,562 5,196,860 

  May 890,690 3,325,705 4,216,395 

  Total 4,044,502 13,329,153 17,373,655 

  January 937,255 2,758,466 3,695,721 

Sells March 975,208 2,821,386 3,796,594 

  April 1,115,552 3,646,503 4,762,055 

  May 857,829 3,174,359 4,032,188 

  Total 3,885,844 12,400,714 16,286,558 
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Table 1.16:  Total Number of Transactions in Buy and Sell Categories in Percent 
Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  The 
percent of total transactions per buy and sell group is determined by summing the transactions in each 
quality category and dividing by the total number of transactions in the specific quality category.  Buy 
and sell transactions are determined based on the Lee and Ready (1991) methodology.  Medium quality 
results are available upon request. 

 
 
 
 

  Low Quality High Quality 

  January 50.30% 51.65% 

Buys March 50.50% 52.11% 

  April 52.04% 52.23% 

  May 50.94% 51.16% 

        

  January 49.70% 48.35% 

Sells March 49.50% 47.89% 

  April 47.96% 47.77% 

  May 49.06% 48.84% 
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Figure 1.4:  Total Number of Transactions in Buy and Sell Categories in Percent 
Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  The 
percent of total transactions per buy and sell group is determined by summing the transactions in each 
quality category and dividing by the total number of transactions in the specific quality category.  Buy 
and sell transactions are determined based on the Lee and Ready (1991) methodology.  Medium quality 
results are available upon request. 
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Table 1.17: Order Imbalance (Buys-Sells) Results as a Percent of the Total for the Quality Group 
Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  The 
percent of total transactions is determined by summing the transactions in each quality category and 
dividing by the total number of transactions in the specific quality category.  Buy and sell transactions are 
determined based on the Lee and Ready (1991) methodology.  Medium quality results are available upon 
request. 

 
 
 

  Low Quality High Quality 

January 0.60% 3.31% 

March 1.00% 4.22% 

April 4.07% 4.46% 

May 1.88% 2.33% 
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Figure 1.5:  Order Imbalance (Buys-Sells) Results as a Percent of the Total for the Quality Group 
Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  The 
percent of total transactions is determined by summing the transactions in each quality category and 
dividing by the total number of transactions in the specific quality category.  Buy and sell transactions are 
determined based on the Lee and Ready (1991) methodology.  Medium quality results are available upon 
request. 
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Table 1.18:  Percent Change between January and the Subsequent Month 
Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  Buy and 
sell transactions are determined based on the Lee and Ready (1991) methodology. The percent change per 
buy and sell group is determined by taking the difference between each month and the January value and 
dividing by the January value.  The net value is calculated by subtracting the sell value from the buy 
value.  Medium quality results are available upon request. 

 
 
 

    Low Quality High Quality 

Buys March 4.87% 4.16% 

  April 27.58% 35.27% 

  May -6.11% 12.84% 

        

Sells March 4.05% 2.28% 

  April 19.02% 32.19% 

  May -8.47% 15.08% 

    

Net March 0.82% 1.88% 

 April 8.56% 3.07% 

 May -2.36% -2.23% 
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Figure 1.6:  Net Value of the Percent Change between January and the Subsequent Month 
Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  Buy and 
sell transactions are determined based on the Lee and Ready (1991) methodology. The percent change is 
determined by taking the difference between each month and the January value and dividing by the 
January value.  The net value is calculated by subtracting the sell value from the buy value.  Medium 
quality results are available upon request. 
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Table 1.19:  Total Number of Transactions in Quality and Liquidity Categories 
Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  Firms in 
the sample were ranked and placed into three liquidity groups based on their average quoted spread value 
for the month of January.  (The high liquidity group has the smallest spread and the low liquidity group 
has the largest spread.)  The number of transactions is determined by summing the transactions in each 
liquidity and quality category.  Medium quality and liquidity results are available upon request. 

 
 
 
 
 

MONTH 

Quoted Spread 

Rank  Low Quality  High Quality   Total  

January Low Liquidity 350,029 701,420 1,051,449 

  High Liquidity 737,527 3,188,686 3,926,213 

  Total 1,087,556 3,890,106 4,977,662 

March Low Liquidity 536,723 896,457 1,433,180 

  High Liquidity 591,306 3,231,202 3,822,508 

  Total 1,128,029 4,127,659 5,255,688 

April Low Liquidity 713,442 1,246,150 1,959,592 

  High Liquidity 504,237 4,100,885 4,605,122 

  Total 1,217,679 5,347,035 6,564,714 

May Low Liquidity 723,967 1,109,534 1,833,501 

  High Liquidity 371,310 3,591,213 3,962,523 

  Total 1,095,277 4,700,747 5,796,024 

Total Low Liquidity 2,324,161 3,953,561 6,277,722 

  High Liquidity 4,528,541 14,111,986 16,316,366

  Total 6,852,702 18,065,547 22,594,088
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Table 1.20:  Percent Change from Month to Month for each Quality and Liquidity Category 
Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  Firms in 
the sample were ranked and placed into three liquidity groups based on their average quoted spread value 
for the month of January.  (The high liquidity group has the smallest spread and the low liquidity group 
has the largest spread.)  The percent change from month to month is calculated by calculating the percent 
change from month to month for each specific liquidity and quality category.  Medium quality and 
liquidity results are available upon request. 
 

 
 
 
 

  Low Liquidity 

MONTH  Low Quality  High Quality 

March 53.34% 27.81% 

April 32.93% 39.01% 

May 1.48% -10.96% 

   

  High Liquidity 

MONTH  Low Quality  High Quality 

March -19.83% 1.33% 

April -14.72% 26.92% 

May -26.36% -12.43% 
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Table 1.21:  Total Number of Transactions in Buy and Sell Groups for Quality and  
Liquidity Categories 

Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  Firms in 
the sample were ranked and placed into three liquidity groups based on their average quoted spread value 
for the month of January.  (The high liquidity group has the smallest spread and the low liquidity group 
has the largest spread.)  The number of transactions per buy and sell group is determined by summing the 
transactions in each liquidity and quality category.  Buy and sell transactions are determined based on the 
Lee and Ready (1991) methodology.  Medium quality and liquidity results are available upon request. 

 
 
 
 

  MONTH 

Quoted Spread 

Rank  Low Quality  High Quality   Total  

  January Low Liquidity 172,561 365,130 537,691 

    High Liquidity 364,025 1,646,738 2,010,763 

Buys March Low Liquidity 273,379 462,806 736,185 

    High Liquidity 293,145 1,684,711 1,977,856 

  April Low Liquidity 375,964 642,922 1,018,886 

    High Liquidity 251,925 2,158,392 2,410,317 

  May Low Liquidity 371,699 569,418 941,117 

    High Liquidity 185,383 1,840,744 2,026,127 

  Total Low Liquidity 1,193,603 2,040,276 3,233,879 

    High Liquidity 1,094,478 7,330,585 8,425,063 

  January Low Liquidity 177,468 336,290 513,758 

    High Liquidity 373,502 1,541,948 1,915,450 

Sells March Low Liquidity 263,344 433,651 696,995 

    High Liquidity 298,161 1,546,491 1,844,652 

  April Low Liquidity 337,478 603,228 940,706 

    High Liquidity 252,312 1,942,493 2,194,805 

  May Low Liquidity 352,268 540,116 892,384 

    High Liquidity 185,927 1,750,469 1,936,396 

  Total Low Liquidity 1,130,558 1,913,285 3,043,843 

    High Liquidity 1,109,902 6,781,401 7,891,303 
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Table 1.22:  Total Number of Transactions (in Percent) in Buy and Sell Groups for Quality and 
Liquidity Categories 

Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  Firms in 
the sample were ranked and placed into three liquidity groups based on their average quoted spread value 
for the month of January.  (The high liquidity group has the smallest spread and the low liquidity group 
has the largest spread.)  The percent of total transactions per buy and sell group is determined by 
summing the transactions in each quality and liquidity categories and dividing by the total number of 
transactions in the specific quality category.  Buy and sell transactions are determined based on the Lee 
and Ready (1991) methodology.  Medium quality and liquidity results are available upon request. 

 
 
 
 

  MONTH Quoted Spread Rank  Low Quality  High Quality  

  January Low Liquidity 15.87% 9.39% 

    High Liquidity 33.47% 42.33% 

    Total 49.34% 51.72% 

Buys March Low Liquidity 24.24% 11.21% 

    High Liquidity 25.99% 40.82% 

    Total 50.22% 52.03% 

  April Low Liquidity 30.88% 12.02% 

    High Liquidity 20.69% 40.37% 

    Total 51.56% 52.39% 

  May Low Liquidity 33.94% 12.11% 

    High Liquidity 16.93% 39.16% 

    Total 50.86% 51.27% 

          

  January Low Liquidity 16.32% 8.64% 

    High Liquidity 34.34% 39.64% 

    Total 50.66% 48.28% 

Sells March Low Liquidity 23.35% 10.51% 

    High Liquidity 26.43% 37.47% 

    Total 49.78% 47.97% 

  April Low Liquidity 27.71% 11.28% 

    High Liquidity 20.72% 36.33% 

    Total 48.44% 47.61% 

  May Low Liquidity 32.16% 11.49% 

    High Liquidity 16.98% 37.24% 

    Total 49.14% 48.73% 
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Figure 1.7:  Total Number of Transactions (in Percent) in Buy and Sell Groups for Quality and 
Liquidity Categories 

Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  Firms in 
the sample were ranked and placed into three liquidity groups based on their average quoted spread value 
for the month of January.  (The high liquidity group has the smallest spread and the low liquidity group 
has the largest spread.)  The percent of total transactions per buy and sell group is determined by 
summing the transactions in each quality and liquidity categories and dividing by the total number of 
transactions in the specific quality category.  Buy and sell transactions are determined based on the Lee 
and Ready (1991) methodology.  Medium quality and liquidity results are available upon request. 
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Table 1.23:  Order Imbalance (Buys-Sells) Results as a Percent of the Total for the Specific 
Quality Group per Month 

Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  Firms in 
the sample were ranked and placed into three liquidity groups based on their average quoted spread value 
for the month of January.  (The high liquidity group has the smallest spread and the low liquidity group 
has the largest spread.)  Buy and sell transactions are determined based on the Lee and Ready (1991) 
methodology.  The percent of total transactions is determined by taking the difference between buy and 
sell transactions in each quality and liquidity category per month and dividing by the total number of 
transactions in the specific quality category per month.  Medium quality and liquidity results are available 
upon request. 

 
 
 
 
 

MONTH Quoted Spread Rank  Low Quality   High Quality  

January Low Liquidity -0.45% 0.74% 

  High Liquidity -0.87% 2.69% 

March Low Liquidity 0.89% 0.71% 

  High Liquidity -0.44% 3.35% 

April Low Liquidity 3.16% 0.74% 

  High Liquidity -0.03% 4.04% 

May Low Liquidity 1.77% 0.62% 

  High Liquidity -0.05% 1.92% 
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Figure 1.8:  Order Imbalance (Buys-Sells) Results as a Percent of the Total for the Specific 
Quality Group per Month 

Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  Firms in 
the sample were ranked and placed into three liquidity groups based on their average quoted spread value 
for the month of January.  (The high liquidity group has the smallest spread and the low liquidity group 
has the largest spread.)  Buy and sell transactions are determined based on the Lee and Ready (1991) 
methodology.  The percent of total transactions is determined by taking the difference between buy and 
sell transactions in each quality and liquidity category per month and dividing by the total number of 
transactions in the specific quality category per month.  Medium quality and liquidity results are available 
upon request. 
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Table 1.24:  Percent Change between January and the Subsequent Month for the Liquidity and 
Quality Categories 

Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  Firms in 
the sample were ranked and placed into three liquidity groups based on their average quoted spread value 
for the month of January.  (The high liquidity group has the smallest spread and the low liquidity group 
has the largest spread.)  Buy and sell transactions are determined based on the Lee and Ready (1991) 
methodology.  The percent of total transactions per buy and sell group is determined by summing the 
transactions in each quality and liquidity category and dividing by the total number of transactions in the 
specific quality and liquidity category for January. The net value is calculated by subtracting the sell 
value from the buy value in the specific quality and liquidity category.  Medium quality and liquidity 
results are available upon request. 
 

 
  

 

    

Quoted Spread 

Rank  Low Quality   High Quality  

Buys March Low Liquidity 58.42% 26.75% 

    High Liquidity -19.47% 2.31% 

  April Low Liquidity 117.87% 76.08% 

    High Liquidity -30.79% 31.07% 

  May Low Liquidity 115.40% 55.95% 

    High Liquidity -49.07% 11.78% 

          

Sells March Low Liquidity 48.39% 28.95% 

    High Liquidity -20.17% 0.29% 

  April Low Liquidity 90.16% 79.38% 

    High Liquidity -32.45% 25.98% 

  May Low Liquidity -5.69% -64.97% 

    High Liquidity -50.22% 13.52% 

          

Net March Low Liquidity 10.03% -2.20% 

    High Liquidity -0.70% 2.01% 

  April Low Liquidity 27.71% -3.30% 

    High Liquidity -1.65% 5.09% 

  May Low Liquidity 109.72% -9.02% 

    High Liquidity -1.15% -1.74% 
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Figure 1.9:  Net Percent Change for each Specific Liquidity and Quality Category 
Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  Firms in 
the sample were ranked and placed into three liquidity groups based on their average quoted spread value 
for the month of January.  (The high liquidity group has the smallest spread and the low liquidity group 
has the largest spread.)  Buy and sell transactions are determined based on the Lee and Ready (1991) 
methodology.  The percent of total transactions per buy and sell group is determined by summing the 
transactions in each quality and liquidity category and dividing by the total number of transactions in the 
specific quality and liquidity category for January. The net value is calculated by subtracting the sell 
value from the buy value in the specific quality and liquidity category.  Medium quality and liquidity 
results are available upon request. 
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Table 1.25:  Average Return per Liquidity and Quality Category 
Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  Firms in 
the sample were ranked and placed into three liquidity groups based on their average quoted spread value 
for the month of January.  (The high liquidity group has the smallest spread and the low liquidity group 
has the largest spread.)  Buy and sell transactions are determined based on the Lee and Ready (1991) 
methodology.  Medium quality and liquidity results are available upon request. 

 
 
 

    Low Quality High Quality Total 

January Low Liquidity 0.60% -0.37% 0.11% 

  High Liquidity 0.57% 0.00% 0.27% 

  Total 0.59% -0.16% 0.20% 

February Low Liquidity 0.62% 1.02% 0.82% 

  High Liquidity -0.15% 0.61% 0.25% 

  Total 0.20% 0.79% 0.51% 

March Low Liquidity -0.85% -0.67% -0.76% 

  High Liquidity -0.69% -0.30% -0.48% 

  Total -0.77% -0.46% -0.61% 

April Low Liquidity -2.41% -1.36% -1.88% 

  High Liquidity -1.09% -1.51% -1.31% 

  Total -1.70% -1.45% -1.57% 

May Low Liquidity -0.22% -0.50% -0.36% 

  High Liquidity -0.96% -0.85% -0.90% 

  Total -0.62% -0.70% -0.66% 

Total Low Liquidity -0.45% -0.37% -0.41% 

  High Liquidity -0.47% -0.41% -0.44% 

  Total -0.46% -0.39% -0.43% 
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Figure 1.10:  Average Return per Liquidity and Quality Category 
Firms in the sample were ranked and placed into three quality groups based on their Altman Z ′  scores.  
(The high quality group has the highest score and the low quality group has the lowest score.)  Firms in 
the sample were ranked and placed into three liquidity groups based on their average quoted spread value 
for the month of January.  (The high liquidity group has the smallest spread and the low liquidity group 
has the largest spread.)  Buy and sell transactions are determined based on the Lee and Ready (1991) 
methodology.  Medium quality and liquidity results are available upon request. 
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CHAPTER TWO 

DOES MARKET LIQUIDITY SHOW EVIDENCE OF CONTAGION 

DURING THE ASIAN CRISIS? 

 
 
 
 

2.1 Introduction 
 

 

Financial markets in the 1990’s experienced several crises including the Mexican peso 

crisis (1994) and the Asian and Russian crises (1997 and 1998 respectively).  These crises served 

as a reminder to investors that as world markets become more integrated, investors should expect 

to experience the problems associated with increased integration as well as the benefits. With 

increased integration of and access to markets, financial contagion has become an important 

topical issue.  While the fallout from these crises highlights this fact, both policy makers and 

academics have become increasingly concerned with financial crisis contagion and its impacts.  

Understanding contagion and its effects is crucial to understanding and maintaining the stability 

of expanding international financial systems and markets as well as practical risk management 

planning. 

Earlier studies in international financial contagion have focused on transmission 

mechanisms, transmission effects, and whether the transmission of effects is abnormal relative to 

normal market conditions.26  Many studies have focused on stock market comovements and 

correlations due to macroeconomic fundamentals, currency issues, trade flows/linkages, and 

international capital/portfolio flows to determine if contagion exits.  An alternative explanation 

focuses on investor behavior as a function of portfolio composition or wealth effects.  This study 

examines contagion among equity markets as a result of cross-market portfolio rebalancing or 

wealth effects.  In particular, this study empirically examines the relationship of international, 

value-weighted stock liquidity indices before, during, and after the Asian crisis by using 

causality analysis in a vector autoregressive (VAR) framework to examine short-term and long-

term correlations. 

                                                 
26 The literature on contagion is quite extensive. See Claessens et al (2000) and Forbes and Rigobon (1999) for 
overviews. 
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There is no consensus in the current literature on the definition and classification of 

contagion.  For the purposes of this study, we use the definition employed by Forbes and 

Rigobon (2002).  Forbes and Rigobon (2002, page 13) define contagion “as a significant increase 

in cross-market linkages after a shock to one country (or group or countries).”  This definition is 

similar to the ‘restrictive’ definition provided by the World Bank: 

“Contagion is the transmission of shocks to other countries or the cross-country 

correlation, beyond any fundamental link among the countries and beyond common 

shocks. This definition is usually referred as excess co-movement, commonly explained 

by herding behavior.”27,28 
 

These two definitions suggest that contagion can be attributed to shocks that are transmitted 

through cross-market links as a result of investor reaction.  The cross-market linkages result from 

portfolio investment strategies where funds are invested in several countries within a particular 

region.  When investors begin to lose in one market, wealth declines and investors sell their 

investments in several markets to compensate and to rebalance risk in their portfolios.  This is 

referred to as investor induced contagion.  This process is described in the crisis-contingent 

literature where liquidity shocks affect investor behavior and in the more recent literature on 

cross-market rebalancing. Valdes (1996) and Calvo (1999) develop models with endogenous 

liquidity shocks which result in investors liquidating their positions.  When a crisis occurs, a 

massive sell-off occurs, which is typically contingent with large losses.  These large losses in one 

country force those wealth constrained investors to rebalance their total portfolios to satisfy 

margin calls or regulatory requirements in the ailing market.  In short, an investor may take 

money out of one market to satisfy needs in another.  This causes a domino effect of 

disinvestment across markets.  Calvo (1999) and Yuan (2000) suggest that uninformed investors 

mimic the behavior of the informed investors who are making trading decisions based on 

liquidity and wealth constraint issues rather than fundamentals.  Because the uninformed trader 

cannot determine the purpose of the informed investor’s trade, contagion may occur.  Calvo and 

Mendoza (2000) develop a model where the likelihood of herding increases with the number of 

countries individuals invest in.  Kyle and Xiong (2001) develop a model where investors make 

                                                 
27http://www1.worldbank.org/economicpolicy/managing%20volatility/contagion/definitions.html.  It should be 
noted that this definition is more restrictive than the Worldbank’s broader definition which suggests that contagion 
is the result of spillover effects.  
28 For an overview of the herding literature, see Bikhchandani and Sharma (2000) at 
http://www1.worldbank.org/economicpolicy/managing%20volatility/contagion/documents/wp0048.pdf 
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rational investment decisions despite the appearance of irrational behavior.  Investors liquidate 

positions in all markets (in the extreme) when losses occur in one market.  This process occurs as 

a result of wealth effects on investors.  Kyle and Xiong (2001) conclude that wealth effects and 

short-term traders can induce contagion.  These two elements will also reduce market depth and 

liquidity.  Kodres and Prisker (2002) develop a theoretical model also that suggests that market 

comovements occur as a result of cross-market portfolio rebalancing.  Thus, the literature 

suggests that investor behavior may induce contagion through normal financial linkages. 

While there is a significant amount of theoretical literature that supports investor induced 

contagion, there are few international, empirical studies that combine investor behavior and the 

relationships among market specific liquidity levels.29  However, several studies illustrate the 

importance of investor behavior.  Hong et al. (2002) study the holdings and trades of mutual-

fund managers.  They conclude that information passed via word-of-mouth is significant in 

determining mutual fund manager decisions and stockholdings.  They also find that the decision 

to hold a particular stock by a given mutual fund manager is dependent on the holdings of other 

mutual fund managers in the same city regardless of investment styles and locality of the stocks.  

Kyle and Xiong (2001) develop a theoretical model which demonstrates that wealth effects and 

short-term traders can induce contagion.  These two elements will also reduce market depth and 

liquidity.  Boyer et al. (2002) find evidence of contagion by examining the stock return indices 

for investable and non-investable stocks and conclude that contagion is transmitted through 

investors’ international holdings.   

Using causality analysis in a vector autoregressive (VAR) framework, this study 

examines the aggregate liquidity market indices in order to provide another avenue of analysis in 

                                                 
29 There are several reasons why this area has been neglected.  Until recently, the topic of liquidity has been 

associated with market-makers or specialists.  Past studies have focused on the suppliers of liquidity, and little 
emphasis was placed on the importance of liquidity in evaluating market behavior.   Liquidity is now considered an 
integral part of asset pricing and the decision making process of investors, and researchers have now begun to focus 
on the topic.  Another problem in studying liquidity is the lack of extensive data for liquidity calculations.  The most 
accurate measures of liquidity require high frequency, transaction level data.  This type of aggregate data has only 
become publicly available in the U.S. in the past nine years.  This problem is exacerbated for international markets 
where data is not readily available for research purposes, is of low quality, or extends for only a few years.  
Currently, data is not publicly available at the transaction level. This level of frequency would be most appropriate 
for research in the area of investor induced contagion. 
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determining if contagion is prevalent during a crisis and transmittable through the rebalancing 

process of international, aggregate investor holdings.30  

The paper is organized as follows.  Section 2.2 describes the hypotheses, and Section 2.3 

describes the data and estimation techniques.  Section 2.4 discusses the results of cross-market 

contagion results.  Section 2.5 concludes the study.  

 

2.2 Hypotheses 
 

 
This study contributes to the literature by examining the relationship between liquidity 

indices before, during, and after the Asian crisis.   As the previous literature suggests, investors 

may rebalance their portfolios in response to wealth constraints and/or because they are 

uninformed and follow the behavior of the informed investors.  Regardless of the motivation for 

the rebalancing, rebalancing is evidenced by investors selling off shares during a crisis. This 

would result in equity markets with higher overall liquidity (turnover) as investors increase 

trades dramatically on the sell side.  In general, higher liquidity during a crisis relative to a non-

crisis period suggests that investors are withdrawing from a market.  This research uses a 

common liquidity measure, turnover, as an alternative to return indices to illustrate the 

rebalancing phenomenon and provide empirical evidence in the contagion debate. While changes 

in turnover do not suggest whether a change in liquidity is due to investors’ rebalancing their 

portfolios to reduce risk or is due to investors’ eliminating holdings in one country due to 

liquidity constraints (wealth effects) created in another, changes in liquidity can act as an 

indicator in the same way that capital flows have been evaluated.   

Therefore, examining the changes in liquidity in the regional markets in response to a 

shock establishes whether equity markets act as a transmission mechanism or not, whether the 

markets react in the same way, and if one market leads another.  Therefore, we investigate the 

presence of contagion and whether market liquidity is an indicator of contagion.  If correlation 

patterns of equity markets (liquidity indices) change during the crisis period, then there is 

                                                 
30 We do not attempt to determine the fundamentals that drive contagion but rather attempt to determine if equity 
markets are a channel for contagion and if this evident in the liquidity of these markets.  There is an extensive body 
of literature on determining the fundamentals of contagion.  See, for example, Calvo and Reinhart (1996) , Corsetti 
et al. (1998) and de Gregorio and Rodrigo (1999). 
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significant evidence of contagion in the broader sense (i.e., market relationships have changed 

beyond those exhibited by normal fundamental linkages as a result of investor behavior).  

 Figures 2.1 through 2.8 exhibit the movements of the log turnover index for each country 

from January 1, 1995 to July 15, 2002.  Figure 2.1 exhibits the log turnover index for Thailand.  

The Thailand index exhibits increased volatility immediately prior to the crisis, which becomes a 

permanent feature of the market.  The indices for Singapore, Figure 2.7, and South Korea, Figure 

2.6, exhibit similar changes in turnover before and after the crisis.  This is in contrast to the 

indices for the Philippines (Figure 2.2), Malaysia (Figure 2.3), and Taiwan (Figure 2.8) which 

show very little change during the crisis followed by increased volatility in the post-crisis period.  

The index for Hong Kong (Figure 2.5), one of the most developed markets in the region, exhibits 

an overall decline in turnover during the crisis period while the index for Indonesia (Figure 2.4) 

shows very little reaction during the crisis and the post-crisis periods.  In general, all the indices, 

excluding the index for Indonesia, display increased volatility during the post-crisis period. 

From this, we develop the following testable implications: 

1) Contagion across markets will generate a pattern of changes in liquidity across markets.  

The first hypothesis determines whether there is evidence of contagion among equity 

markets as evidenced by unusual changes in the liquidity of the markets.  If there are 

changes or evidence of new correlation among markets during the crisis, contagion would 

be supported.  In particular, evidence of contagion would be indicated by a change in the 

cross-market relationships before, during, and after the crisis. 

2) In the presence of contagion, changes in the liquidity of developing markets will affect 

the liquidity of advanced markets or more fundamentally sound markets.    If investors 

liquidate stocks at an increased rate in the crisis countries, turnover will increase in the 

crisis countries relative to the non-crisis countries.  If the crisis spreads, then investors 

would increase sale activity in the previous non-crisis countries.  In this case, the increase 

in turnover of the initial crisis countries will lead the increase in turnover of the initial 

non-crisis countries.  This would suggest that the weakest markets (Thailand, Philippines, 

Malaysia, and Indonesia) cause changes in liquidity of the more advanced markets (Hong 

Kong, South Korea, Taiwan, and Singapore) and would be exhibited by a delayed 
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reaction in the advanced markets.31  This investigation also determines whether 

developing markets are more reactive to regional shocks. 

 
 

2.3  Data Selection and Estimation Methodology 
 
 

2.3.1 Data Selection 
 

Is there a relationship between the liquidity of one market in a region and the liquidity of 

another market in the same region? Many studies have focused on equally-weighted index 

returns data to examine contagion during the Asian crisis.  However, extreme movements of 

returns of one firm will move the entire index.  For example, an equally-weighted index of two 

firms, one small in the market and one large, would overestimate the movements of the small 

firm and underestimate the movements of the large firm and its effect on the index.  This method 

would result in an inappropriate measure of the index and suggest that the market, in general, 

was moving in one direction when, in fact, the majority of stocks may be moving in the opposite 

direction.  If contagion is the result of investors’ (including large fund managers) rebalancing 

efforts, these efforts would be revealed in the overall liquidity of the market. 

Due to the limitations of international data, turnover is commonly used to measure 

liquidity.32  Turnover is useful in this study because it is used to evaluate trading activity and 

investors’ trading frequency and interest.  Chordia et al. (2000 and 2001) have used aggregate 

equities, time-series data to document the behavior of liquidity and have used turnover as a 

measure of trading activity.  Hu (1997 and 2000) finds that turnover has the best predictive 

power of expected returns among other measures of liquidity.  Therefore, turnover is an accepted 

proxy for market liquidity. 

Turnover (number of shares traded divided by the number of shares outstanding) and 

number of shares outstanding daily data is collected from DATASTREAM for every firm listed 

on the stock exchanges from January 1, 1992 through July 15, 2002 for the following countries: 

Thailand, Philippines, Malaysia, Indonesia, Hong Kong, South Korea, Taiwan, and Singapore.  

                                                 
31 According to the IMF World Outlook of 1997, Thailand, Philippines, Malaysia, and Indonesia were considered 
‘developing countries’ and Hong Kong, South Korea, Taiwan, and Singapore were considered ‘advanced 
economies’. 
32 It is also commonly used in studies of industrialized nations where higher frequency data is more readily 
available. 
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Firms are removed from the samples that were delisted prior to July 1, 1997.  For each country, a 

value-weighted liquidity index is created based on the firms in the sample.  Table 2.1 shows the 

number of firms included from each country. 

The data is divided into four time periods: the pre-crisis period which starts on January 1, 

1995 through June 30, 1997; the crisis period from July 1, 1997 through July 31, 1998; recovery 

and Long-Term Capital Management (LTCM) and Russian crises from August 1, 1998 through 

July 31, 1999 and the post-crisis period from August 1, 1999 through July 15, 2002.  The date of 

the start of the crisis period is widely accepted as the trigger of the Asian crisis.33   On this date, 

the Thai baht began to float.34  The post-crisis period begins in January 1999 when a majority of 

the IMF disbursements were made as part of a bailout program.  However, this time period 

overlaps with the Russian crisis and the collapse of LTCM.  Problems began in July 1998 for 

LTCM but intensified in August when the Russian ruble began to float and the Russian 

government defaulted on its sovereign debt on August 17, 1998.  On September 23, 1998 the US 

Federal Reserve stepped in to recapitalize the country.  This was to avoid spillover effects to 

other financial institutions.  While the LTCM collapse was abated, the Russian government 

continued to have financial difficulty until July 1999 when the International Monetary Fund and 

the World Bank met to renegotiate the Russian debt.  It was also during this period that Malaysia 

implemented capital controls.  All three of these incidences could affect the interactions of the 

Asian markets; therefore, the August 1, 1998 through July 31, 1999 time period is separated from 

the crisis and recovery period.35 

  

2.3.2 Methodology 
 

The methodology progresses in several stages to determine if causation and cointegration 

are present between the liquidity indices and whether there is evidence of contagion.  The VAR 

analysis will determine if a causal relationship exists among the liquidity indices during each 

period of the study.  A simple VAR representation for two variables, X and Y, is presented 

below and was originally developed by Sims (1980): 

                                                 
33 It is understood that many Asian countries had excessively large current account deficits prior to July 2, 1997 so 

the potential for crisis was looming. 
34 The baht had previously been pegged to the U.S. dollar but could no longer sustain the currency market pressures 
to devalue. 
35 A chronology of the initial crisis is presented in Appendix B. 
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Xt = αx  +  ȕx
Xt-1  +  Ȗx

Yt-1  + x

tε  (1) 

Yt = αy  +  ȕy
Xt-1  +  Ȗy

Yt-1  + y

tε  (2) 

where Xt and Yt are endogenous variables.  The α’s, ȕ’s, and Ȗ’s are the estimated 

parameters, ji

t

,εΕ = 0, 2, )( σε =ji

tVar , and ),( ji

tCov τεε = 0 for i,j=X,Y and i≠j, t≠τ. 

While the system above represents only one lagged value of the two endogenous 

variables, the system can easily be extended to a higher number of lagged periods and 

endogenous variables.  While there is no economic theory to determine the specification of the 

VAR, the system is still useful in determining the causal and in some cases, cointegrating 

relationships among the variables in the system.  VAR analysis does require covariance 

stationarity which means that any shock in the system, tε , must die out over time (white noise).  

If shocks do not die out, the variable is said to have a unit root.  In this case, asymptotic analysis 

is not applicable to the model.  In particular, the general results on consistency and normality are 

violated.  This will result in spurious regression results with high t-statistics and R2s and a 

Durbin-Watson statistic that is too low.  However, if the series are nonstationary in levels, a 

cointegrating relationship may exist such that a linear combination of the series is stationary.  If a 

cointegrating relationship exists, then the series exhibit a long run, equilibrium relationship.  

That is, the series will move together through time.  In this event, the liquidity indices would 

move together over time.   However, if the series are cointegrated in every time period, this 

would not be evidence of contagion and would instead suggest that the markets are always 

related in the long run and that the relationship between markets has not changed regardless of 

the crisis situation.36  If the relationships vary across the four study periods, in particular the lack 

of a relationship pre-crisis and then the development of a relationship during the crisis and post-

crisis periods, then there is evidence of contagion. 

 With the existence of a cointegrating relationship, the data is more appropriately modeled 

in a vector error correction model (VECM), which identifies both the short-term and long-term 

causality between the liquidity indices.  Engle and Granger (1987) and Granger (1988) find that 

causality analysis that does not account for the presence of cointegration is misspecified.  They 

suggest modifying the standard VAR by adding an error correction term (ECT) that captures the 

                                                 
36 This would support the findings of Forbes and Rigobon (2002) which finds no evidence of contagion only market 
interdependencies after controlling for various transmission variables. 
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speed of adjustment of the series back to their long-term, equilibrium relationship.  In this case, 

the liquidity indices across markets would be affected by the same shocks in the same way.  If 

one index deviates too far away from another where a cointegrating relationship exists between 

the two indices, the ECT would capture the adjustment process back to the equilibrium 

relationship.  

 If the data are stationary in levels, the series will be modeled in a VAR framework.  This 

suggests that there is no long-term relationship between the variables, but the short-term 

dynamics can still be evaluated.  The short-term dynamics or feedback in the system from the 

impact of random disturbances can be evaluated in the impulse response functions and variance 

decompositions.    

 Impulse response functions measure the affect of a one time shock on a variable and its 

transmission to the other variables.  This shock is traced to the innovations on current and future 

values of the endogenous variables.  Therefore, it is possible to determine if the shock to 

liquidity of one market affects the future values of liquidity for the other markets.  Variance 

decomposition provides information about the relative importance of each innovation to the 

variables in the VAR.  The forecast error is broken up into components that can be attributed to 

each endogenous variable.   

The decision process is summarized in the following steps for the four subperiods of the 

data: 

1) Unit Root Tests: Examine the liquidity indices data for unit roots based on the 
Augmented Dickey Fuller (ADF) test, which accounts for higher order correlation.  The 
test is carried out on the equation below after subtracting yt-1 from each side: 

∆ yt =µ + αyt-1 + β1∆yt-1 + … + βp∆yt-p + εt              where α=ρ-1.

 The null and alternative hypotheses are: 

H0:  α = 0, a unit root exists   
             H0:  α < 0, a unit root does not exist  

 The coefficient is compared with MacKinnon critical value calculations.  

2) If the series are found to be I(1): 
� Run the Johansen (1991, 1995a) cointegration test to determine if a cointegrating 

relationship exists.  With a VAR of order p, 

∆yt = Пyt-1 + ttit

p

i

i xy ε+Β+∆Γ −

−

=
∑

1

1

 

Where yt is a k-vector of I(1) variables, xt is a vector of deterministic variables, 
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Johansen’s method tests whether the restriction implied by a reduced rank 
coefficient matrix, П, has reduced rank with r < k, then there exist k x r matrices 
of α and ȕ with rank r such that П=αȕ´ and ȕ´yt is I(0).  The number of 
cointegrating relations is r and each column of ȕ is the cointegrating vector. 

 
� If a cointegrating relation exists, the series should be examined with a VECM 

representation.  That is, the VAR should be run with first differences and an ECT.  
Significance of the ECT indicates the speed and direction of adjustment toward 
equilibrium. 

 
� If a cointegrating relation does not exist, the series should be examined with a 

VAR representation using first differences. 
 

2)´   � If the series are found to be I(0), the series are examined in a VAR framework in 

levels to examine the series for causality. 
 

� Impulse response functions and variance decompositions are then examined to 
determine the impact of one variable on another and the level of exogeneity of 
each series. 

 
 
2.3.3 Empirical Results 
 
 Empirical studies disagree about the existence of contagion and its method of transition.  

The main objective of this paper is to determine if market liquidity exhibits evidence of 

contagion and can act as a transmission mechanism by examining causality patterns across the 

subperiods of the study.  If markets act as a transmission mechanism, liquidity levels will be 

affected. 

Table 2.2 presents the pairwise correlation values for each index per subperiod.  The table 

also illustrates which correlations increased, decreased, or changed direction relative to the pre-

crisis correlation values.  The results indicate that the correlation between country indices 

increases relative to the pre-crisis period in most cases.  For the crisis period relative to the pre-

crisis period, six of the eight indices exhibit an increase in correlation between five or more of 

the other indices.  For the LTCM crisis period relative to the crisis period, six of the eight indices 

exhibit an increase in correlation between five or more of the other indices.  However, the 

indices for Thailand and Malaysia are not included in that group and are replaced by the 

Singapore and Taiwan indices.  This indicates that the more advanced economy markets became 
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more correlated with other markets than the developing markets of Thailand and Malaysia and 

that the more advanced markets were transmitting the non-regional crisis.  When examining the 

post-crisis period relative to the pre-crisis, only the indices of South Korea and Taiwan show an 

increase in correlation with five other indices.  The table suggests that correlations generally 

increase during the crisis and then decrease after the crisis.  This finding suggests that the 

relationship among the liquidity indices is changing over the study period and that these 

relationships merit further examination in a more formal model.  

In order to determine which type of model is appropriate, the liquidity indices are tested 

for stationarity.  Table 2.3 exhibits the results for the ADF unit root tests.  The series are tested 

for each subperiod in the study.  All eight of the series for each subperiod are stationary as 

evidenced the t-statistics.  Because the series are stationary for every subperiod, this indicates 

that none of the liquidity indices are cointegrated.  This suggests that there is no long term 

equilibrium relationship between the liquidity of regional equity markets.  

As a result of the stationarity analysis, the remaining analysis focuses on the short-term 

relationship among the liquidity variables.  A VAR in levels is used to examine causality and the 

exogeneity of the liquidity indices.  The VAR is set up as a simultaneous equations model; 

therefore, the variables included are considered endogenous.  If there is no causal relationship 

between the liquidity indices, the indices are said to be exogenous.  This can be determined by 

analyzing the impulse response functions and variance decompositions for the separate 

subperiods. 

The VAR lag length is determined by examining the system Akaike Information Criteria 

(AIC) value.  The model with the lowest AIC value is chosen.  Because there are four time 

periods, four VAR models are run.  Overall, the four VAR models obtained a minimum AIC 

with three or four lags.  In order to make the models comparable, a four lag model is used for 

every time period.37  This is a realistic number of lags for the VAR model given the speed of 

                                                 
37 This means that two of the VAR models are run with one extra lag.  While this is not the lag order with the 
minimum AIC, it is more acceptable to add extra lags rather than to reduce the number of lags.  Extra lags reduce 
significance by increasing the number of parameters and thereby reducing the degrees of freedom.  However, there 
are a sufficient number of observations in each subperiod to absorb the increase in the degrees of freedom. 
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international markets.  One lag represents one day.  Therefore, four days is enough time for 

participants to react within a region to any new developments.38 

The complete results for the four VAR models are not presented due to space 

considerations.39  However, the statistics per equation are presented in Appendix C, Tables C1 

through C4.  The lack of individual coefficient significance (not shown) is common in VAR 

models due to the high level of multicollinearity despite the fact that the set of coefficients is 

jointly significant as indicated by the equation F-statistic.  These initial results indicate that some 

of the liquidity indices are unaffected by the endogenous indices (variables).  For example, in 

Table C1, the VAR for the first subperiod, the F-statistic is very low for the South Korea 

equation.  This suggests that the right hand side, liquidity index variables have little effect on the 

liquidity index for South Korea.  In order to determine the effect of one index on another, the 

impulse response functions are reviewed. 

2.3.4 Impulse Response Functions 
 

The impulse response functions are derived from the VAR model and present the pattern 

of movement within the system.  The impulse response function exhibits the change in a series in 

a future period from a one standard deviation shock in another series.  That is, the impulse 

response function measures the change in Zt+s in response to a shock in Yt(εY,t) where t≠s are 

time measures.  The examination of impulse response functions is useful to practitioners because 

the responses indicate how long a shock persists and could indicate whether action is warranted 

by policy makers.  If contagion occurred between the markets in the Asian countries, the impulse 

response functions would reflect these relationships.  For example, a shock in Thailand’s equity 

markets would be felt in the other markets in the region.  This would be illustrated in the impulse 

response functions which would show some activity (spikes in the graphs) and then die down to 

zero after a few periods (i.e., days in this study).  If there is no relationship, the impulse response 

functions will appear flat and would experience no significant activity as a result of the shock to 

the other market.   

One problem with VAR-impulse response function analysis is that it is sensitive to the 

ordering of the variables.  The common method of generating impulse response functions is to 

                                                 
38 It should be noted that there is no a priori theory on how many lags to use.  The only critical issue is that the 
residuals from each equation in the VAR are white noise.  The lack of theory is a drawback to the use of VAR 
models in general. 
39 Complete estimation output is available upon request. 
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use the Cholesky decomposition which orthogonalizes the errors to create a diagonal covariance 

matrix.  This process places the emphasis on the variable that appears first in the VAR.  Pesaran 

and Smith (1998) find that the order of the variables in the VAR will affect the impulse response 

functions.  That is, changing the order of the variables will alter the estimates of the impulse 

response functions, and therefore the impulse response functions are not unique.  As an 

alternative to the Cholesky decomposition, Pesaran and Smith (1998) suggest using generalized 

impulse responses which do not emphasize the first variable, i.e. variable ordering.  This process 

generates an impulse response from an innovation to a specific variable based on a factor 

computed from that variable’s placement at the top of the ordering.  Therefore, generalized 

impulses are used in this study and circumvent the uniqueness problem associated with the 

commonly used Cholesky decomposition.40 

There is no theoretical process to determine the order of variables within a VAR model.  

However, the order in which the markets were affected during the crisis is known.  The Central 

Bank of Thailand defended the baht against speculative attacks prior to July but was forced to let 

the currency float on July 2, 1997.  Within a few months, the crisis had spread to the Philippines, 

Malaysia, and Indonesia.  During the last few months of 1997, the US dollar depreciated (many 

currencies in the region had been pegged to the US dollar) and equity prices collapsed in Hong 

Kong.  This led to a second wave of speculative, currency attacks which further weakened 

Thailand, Philippines, Malaysia, and Indonesia and spread to Hong Kong, South Korea, 

Singapore, and finally Taiwan.  Therefore, the order of the liquidity indices in the VAR is 

determined by the timing of the currency/market collapse.  The order of the indices in the VAR 

is:  Thailand, Philippines, Malaysia, Indonesia, Hong Kong, South Korea, Singapore, and finally 

Taiwan.41  The impulse functions are generated for 10 days.  This is a sufficient amount of time 

for other markets to react and for the series to reach a steady state. 

The results for the impulse response functions are exhibited in Figures 2.9 through Figure 

2.12.  The first objective is to determine whether there is evidence of contagion in the impulse 

response functions.  This would be evidenced by a change in the reaction of the endogenous 

variables in response to the shock of another variable relative to an earlier time period.  In 

                                                 
40 Cholesky impulse response functions have been completed and show no substantial difference from the results of 
the generalized impulse functions.  The Cholesky impulse response functions (tables and graphs) are available upon 
request. 
41 Of course, many of the countries were experiencing difficulties at the same time.  It is evident that the market 
collapses occurred in two waves with the fundamentally weaker countries being affected first. 
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particular, this can be evaluated by comparing the impulse response functions from the pre-crisis 

period to the crisis and post-crisis periods. 

First consider Figures 2.9 through 2.12.  Each figure represents the response of one 

liquidity index to the shock of another liquidity index for 10 days beyond the shock.  The 

analytic standard errors are computed and the corresponding 95% confidence interval of the 

impulse response function at each period is illustrated by the dashed line.  If zero is inside two 

standard deviations (i.e. inside the confidence interval), than the impulse response is not 

significantly different from zero.  This means that there is no causal relationship between the two 

series, and therefore, the two indices are independent of each other and are considered 

exogenous. 

Figure 2.9: Panel 1 (Panel 2) is compared with Panel 1 (Panel 2) of every other figure.  

Panel 1 of each figure compares the responses of each liquidity index to shocks to the four 

developing economies.  Panel 2 of each figure compares the responses of each liquidity index to 

shocks to the four advanced economies. 

Overall, there is little significance across the panels of each figure.  When comparing 

panels of each figure, there is little indication of the existence or a change in causality among the 

indices.  The response of Indonesia does seem to change from period 1 (Figure 2.9: Panel 1) to 

period 2 (Figure 2.10: Panel 1) when the indices of Thailand, Philippines, and Malaysia are 

shocked.  However, the changes are only marginally significant and completely disappear by 

period 4 (Figure 2.12: Panel 1).  The response of South Korea to a shock in Thailand does 

behave differently in period 3 relative to period 1, period 2, and period 4.  This suggests a 

relationship (endogeneity) between South Korea and Thailand during the Russian crisis. 

 While there are more instances of marginally significant responses in Panel 2, there is 

little evidence of endogeneity among the variables.  The panels suggests that most of the indices 

respond (although only marginally significant) to a shock in the South Korean liquidity index.  In 

Panel 2, the Indonesian, Hong Kong, and Taiwanese indices exhibit marginally significant 

responses to a shock in the Singapore liquidity index, suggesting an endogenous relationship. 

Also, during the recovery period (Figure 2.12), the indices are completely exogenous for both 

groups of countries, developing and advanced. 

 In general, the results of the impulse response analysis do not provide support for cross-

market linkages and suggest that there is no evidence of contagion as transmitted through equity 
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market liquidity.  However, it should be noted that more evidence exists, albeit minimal, of 

endogeneity in the developed economies. 

 

2.3.5 Variance Decomposition 
 

The variance decomposition is a technique used to determine the relative endogeneity or 

exogeneity of the variables.  As with the impulse response functions, the ordering of the 

variables in the process will affect the results.  Therefore, the same ordering is used in the 

variance decomposition as in the impulse response function analysis.  Indices are listed in the 

order in which the crisis occurred.  The variance decomposition tables exhibit the forecast error 

of the endogenous variable (S.E.), and the remaining columns give the percentage of the variance 

due to the shock of a specific variable, i.e. the relative strength of the variables.  Exogeneity can 

be determined by examining the relative percentage contribution of each liquidity index to the 

variance of a specific liquidity index.  If the variance of an index is explained mostly by the 

index itself, then the variances of the other indices contribute very little.  Therefore, the index is 

considered relatively exogenous and is unaffected by the other indices. 

Tables 2.4 through 2.11 exhibit the results for each liquidity index.  Because the results of 

the impulse response function analysis indicate that the indices are exogenous, the variance 

decomposition results should yield similar results.  In fact, the variance decomposition results 

suggest that the liquidity indices are exogenous which means that the variables are independent.  

In most cases, the contribution to variance by other indices is only 3-6%.  There are only a few 

cases where the where the variance contribution is above that amount.  The variance 

decomposition for the Indonesia index indicates that the Hong Kong index contributes as much 

as 24% during the Russian crisis period but this contribution disappears in the later periods.  The 

Hong Kong index also contributes to the Taiwanese index during the crisis period, period 2, but 

this is only about 9%.  A summary of contributions is illustrated in Table 2.12.  This table 

indicates that the Hong Kong index contributes more than other indices. 

In general, each index explains most of its own shock indicating that there is no evidence 

of contagion.  This confirms the results of the impulse response function analysis.  This is similar 

to the findings of Forbes and Rigobon (2002). Their study of eighteen developed and emerging 

markets during the Asian crisis, U.S. crash, and Mexican peso crisis finds no evidence of 

contagion.  
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2.3 Conclusion 
 

 

 The results indicate that market liquidity does not act as an indicator of contagion, and 

suggest that the market liquidity of developing economies does not lead that of more advanced 

economies.  While the liquidity indices do not reveal any evidence of contagion in the context of 

this study, the importance of liquidity as a market factor and the study of contagion are not 

reduced. 

 The results in this study raise an interesting question about the relationship between 

market liquidity, activity, and returns.  Previous research by Moon (2003) Kleimeier et al. (2003) 

and Chen et al. (2001) find evidence of cointegrating relationships in returns series among equity 

markets.  Because liquidity and returns are closely related, it is curious that returns series exhibit 

a long-term relationship but liquidity series do not.42  Market liquidity as measured by turnover 

signifies investor interest and trading activity.  If many investors attempt to rebalance their 

portfolios or pull out of a country at the same time, turnover would increase dramatically 

(although on the sell side).  This same investor behavior also drives returns.  Trading activity 

moves prices (returns) up or down.  Consequently, changes in returns are a result of changes in 

trading activity.  Therefore, this relationship between trading activity/ liquidity and returns 

suggests that short-term and long-term behavior of these series should be similar.  One could 

argue that the difference in results is due to the difference in testing methodology, but Moon 

(2003) uses a similar process in determining causality between Singapore, Malaysia, Indonesia, 

Thailand, and the Philippines as in this study and finds evidence of causation.  An alternative 

explanation could be that returns indices and liquidity indices contain different information with 

regard to market participants and that the VAR framework is not sensitive enough to discern the 

differences.  These conflicting results warrant further study. 

The relationship between returns and liquidity has been well studied in U.S. markets.  

However, there are no current empirical studies that have examined this relationship across 

countries or during a crisis period.  In a non-crisis period, returns and turnover may not be 

related in a consistent pattern.  If money is withdrawn from one stock market en masse, returns 

would decrease in the presence of high turnover.  However, if that money flows into another 

                                                 
42 A significant amount of research has been conducted on liquidity and returns in U.S. markets.  See, for example, 
Amihud and Mendelson (1986) and Kyle (1985) for a theoretical discussion and Chordia et al. (2000 and 2001) for 
empirical studies.  
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stock market en masse, returns would increase also in the presence of high turnover.  Thus, the 

magnitude of the change in turnover is an important parameter.  This relationship becomes more 

complex when countries impose capital controls and/or markets are not fully efficient.  

Therefore, liquidity and the relationships between liquidity and returns in international markets 

are important, new areas of study.   

Finally, contagion is a “double-edged sword” of market integration.  While market 

regionalization imparts many benefits such as increased competition, depth, liquidity, and 

efficiency, it also allows crises to spread more quickly.  Therefore, the many aspects of 

contagion and its indicators are an important area of study for both practitioners and investors 

who are interested in contagion as a factor in risk management and diversification.   
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Table 2.1:  Sample Countries and Number of Firms 
The table contains the number of firms from each country included in the study.  The data is collected 
from DATASTREAM and consists of firms listed on the country stock exchanges from January 1, 1995 
through July 15, 2002.  

 
 
 
 

Country Number of Firms 

Hong Kong 449 

Indonesia 435 

Malaysia 412 

Philippines 126 

Singapore 237 

South Korea 588 

Taiwan 307 

Thailand 235 
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Figure 2.1:  Graph of Log Turnover Index for Thailand 

The movement of turnover over the sample period: 01/01/1995 – 07/15/2002. 
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Figure 2.2:  Graph of Log Turnover Index for Philippines 
The movement of turnover over the sample period: 01/01/1995 – 07/15/2002. 
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Figure 2.3:  Graph of Log Turnover Index for Malaysia 
The movement of turnover over the sample period: 01/01/1995 – 07/15/2002. 
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Figure 2.4:  Graph of Log Turnover Index for Indonesia 
The movement of turnover over the sample period: 01/01/1995 – 07/15/2002. 
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Figure 2.5:  Graph of Log Turnover Index for Hong Kong 
The movement of turnover over the sample period: 01/01/1995 – 07/15/2002. 
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Figure 2.6:  Graph of Log Turnover Index for South Korea 
The movement of turnover over the sample period: 01/01/1995 – 07/15/2002. 
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Figure 2.7:  Graph of Log Turnover Index for Singapore 
The movement of turnover over the sample period: 01/01/1995 – 07/15/2002. 
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Figure 2.8:  Graph of Log Turnover Index for Taiwan 
The movement of turnover over the sample period: 01/01/1995 – 07/15/2002. 
 
 
 
 
 
 

-12

-8

-4

0

4

8

12

1995 1996 1997 1998 1999 2000 2001 2002

Log Taiwan- Turnover

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

98 

Table 2.2:  Pairwise Correlation Matrix per Study Subperiod  
‘Change in Direction’ indicates the number of indices that changed the direction of correlation (negative to positive or positive to negative) 
relative to the pre-crisis subperiod (01/01/1995-06/30/1997) and are indicated by italics.  The indices that exhibit an increase in correlation relative 
to the pre-crisis subperiod are summarized in the ‘↑’ column and are presented in bolded format.  The indices that exhibit an increase in correlation 
relative to the pre-crisis subperiod are summarized in the ‘↓’ column.  The ‘Increases per Index’ row indicates the number of indices whose 
correlation increased with a given index relative to the pre-crisis subperiod. 

 
 

Sample Period 01/01/1995 06/30/1997             

Change 
in 

Direction 
↑ ↓

  
Log 

Thailand 
Log 

Philippines 
Log 

Malaysia 
Log 

Indonesia 
Log Hong 

Kong 
Log South 

Korea 
Log 

Singapore 
Log 

Taiwan 
 

  

Log Thailand 1.0000               - - - 

Log Philippines 0.0781 1.0000             - - - 

Log Malaysia 0.0287 0.1909 1.0000           - - - 

Log Indonesia 0.0372 0.1173 0.2641 1.0000         - - - 

Log Hong Kong 0.0778 0.0986 0.2267 0.3502 1.0000       - - - 

Log South Korea 0.0110 0.0051 0.1940 -0.0022 -0.1077 1.0000     - - - 

Log Singapore -0.0402 0.0460 0.2990 0.1142 0.0542 0.3194 1.0000   - - - 

Log Taiwan 0.0509 0.0514 0.1323 0.0888 0.0881 0.0738 0.0555 1.0000 - - - 

                     

Sample Period 07/01/1997 07/31/1998                

  
Log 

Thailand 
Log 

Philippines 
Log 

Malaysia 
Log 

Indonesia 
Log Hong 

Kong 
Log South 

Korea 
Log 

Singapore 
Log 

Taiwan 

Change 
in 

Direction 
↑ ↓

Log Thailand 1.0000               4 5 2 

Log Philippines 0.0810 1.0000             1 4 3 

Log Malaysia 0.0805 0.3116 1.0000           0 6 1 

Log Indonesia -0.1052 0.0384 0.4079 1.0000         2 6 1 

Log Hong Kong -0.1788 0.1375 0.4066 0.6160 1.0000       2 6 1 

Log South Korea 0.0656 0.0137 0.0184 0.0036 -0.1454 1.0000     2 4 2 

Log Singapore 0.0203 -0.0017 0.3037 0.2232 -0.0146 0.3448 1.0000   4 3 4 

Log Taiwan -0.0378 0.0830 0.3414 0.5138 0.5133 -0.0117 -0.0134 1.0000 3 4 3 

 



 

99 

Table 2.2:  Pairwise Correlation Matrix per Study Subperiod (continued)  

 

 

Sample Period 08/01/1998 07/31/1999                

  
Log 

Thailand 
Log 

Philippines 
Log 

Malaysia 
Log 

Indonesia 
Log Hong 

Kong 
Log South 

Korea 
Log 

Singapore 
Log 

Taiwan 

Change 
in 

Direction 
↑ ↓

Log Thailand 1.0000              0 2 5 

Log Philippines 0.0210 1.0000            0 6 1 

Log Malaysia 0.0129 0.3608 1.0000          0 4 3 

Log Indonesia 0.0962 0.3551 0.5171 1.0000        1 5 2 

Log Hong Kong 0.0673 0.4745 0.4237 0.5950 1.0000      1 6 1 

Log South Korea 0.0863 0.2311 0.1825 0.3469 0.2637 1.0000    2 5 2 

Log Singapore -0.0095 0.1815 0.3845 0.3194 0.3508 0.4357 1.0000  0 6 1 

Log Taiwan 0.0354 0.3784 0.1137 0.2556 0.4441 0.2486 0.2724 1.0000 0 5 2 

             

Sample Period 08/01/1999 07/15/2002          

  
Log 

Thailand 
Log 

Philippines 
Log 

Malaysia 
Log 

Indonesia 
Log Hong 

Kong 
Log South 

Korea 
Log 

Singapore 
Log 

Taiwan 

Change 
in 

Direction 
↑ ↓

Log Thailand 1.0000        4 2 5 

Log Philippines -0.0125 1.0000            3 3 4 

Log Malaysia 0.0087 0.0466 1.0000          0 2 5 

Log Indonesia 0.0735 0.0296 0.2588 1.0000        1 2 5 

Log Hong Kong -0.0633 0.2117 0.0673 0.1688 1.0000      1 2 5 

Log South Korea 0.1480 -0.3009 0.1930 0.1902 -0.1355 1.0000    2 5 2 

Log Singapore 0.0789 0.0399 0.5469 0.1597 0.0310 0.3059 1.0000  1 5 2 

Log Taiwan -0.0325 -0.0074 0.2414 0.0490 0.0596 0.2622 0.3128 1.0000 2 3 4 
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Table 2.3:  Augmented Dickey Fuller (ADF) Unit Root Test Results 
The liquidity indices data are tested for unit roots based on the ADF test, which accounts for higher 
order correlation.  The test is carried out on equation ∆ yt =µ + αyt-1 + β1∆yt-1 + … + βp∆yt-p + εt where 

α=ρ-1.  The null and alternative hypothesis is: H0:  α = 0, a unit root exists (nonstationary series), H0:  
α < 0, a unit root does not exist (stationary).  The coefficient is compared with MacKinnon critical 
value calculations.  
 

 

 

  Period 1 Period 2 Period 3 Period 4 

  

01/01/1995-

06/30/1997 

07/01/1997-

07/31/1998 

08/01/1998-

07/31/1999 

08/01/1999-

07/15/2002 

Thailand Lags 1 1 1 3 

  Value -14.68573 -9.546856 -8.785975 -10.66673 

Philippines Lags 0 4 2 5 

 Value -21.53941 -3.647905 -4.262683 -5.639429 

Malaysia Lags 2 3 1 0 

  Value -7.329984 -5.714071 -4.734514 -21.53993 

Indonesia Lags 0 0 2 4 

 Value -15.83807 -12.06027 -3.602016 -7.01155 

Hong Kong Lags 0 0 0 3 

  Value -10.9242 -6.866611 -5.442717 -5.257083 

South Korea Lags 1 2 3 3 

 Value -12.93883 -7.973135 -7.322146 -11.07051 

Singapore Lags 0 0 0 1 

  Value -21.5527 -13.30649 -11.25734 -17.35937 

Taiwan Lags 0 1 0 2 

  Value -8.680628 -5.222667 -5.937021 -10.89066 

 A constant is included in every equation. 
 All t-values significant at the 1% level or better based on MacKinnon (1996) one-sided 

p-values. 
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Figure 2.9: Generalized Impulse Response Functions, Sample Period: 01/01/1995- 06/30/1997 Panel 1 
Responses are generated from the VAR of the eight liquidity (turnover) indices.  Responses are represented 
by the solid line, and the dashed lines represent a 95% confidence interval for the responses. 
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Figure 2.9: Generalized Impulse Response Functions, Sample Period: 01/01/1995- 06/30/1997 Panel 2 
Responses are generated from the VAR of the eight liquidity (turnover) indices.  Responses are represented 
by the solid line, and the dashed lines represent a 95% confidence interval for the responses. 
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Figure 2.10: Generalized Impulse Response Functions, Sample Period: 07/01/1997- 07/31/1998 Panel 1 
Responses are generated from the VAR of the eight liquidity (turnover) indices.  Responses are represented 
by the solid line, and the dashed lines represent a 95% confidence interval for the responses. 
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Figure 2.10: Generalized Impulse Response Functions, Sample Period: 07/01/1997- 07/31/1998 Panel 2 
Responses are generated from the VAR of the eight liquidity (turnover) indices.  Responses are represented 
by the solid line, and the dashed lines represent a 95% confidence interval for the responses. 
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Figure 2.11: Generalized Impulse Response Functions, Sample Period: 08/01/1998- 07/31/1999 Panel 1 
Responses are generated from the VAR of the eight liquidity (turnover) indices.  Responses are represented 
by the solid line, and the dashed lines represent a 95% confidence interval for the responses. 
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Figure 2.11: Generalized Impulse Response Functions, Sample Period: 08/01/1998- 07/31/1999 Panel 2 
Responses are generated from the VAR of the eight liquidity (turnover) indices.  Responses are represented 
by the solid line, and the dashed lines represent a 95% confidence interval for the responses. 
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Figure 2.12: Generalized Impulse Response Functions, Sample Period: 08/01/1999- 07/15/2002 Panel 1 
Responses are generated from the VAR of the eight liquidity (turnover) indices.  Responses are represented 
by the solid line, and the dashed lines represent a 95% confidence interval for the responses. 
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Figure 2.12: Generalized Impulse Response Functions, Sample Period: 08/01/1999- 07/15/2002 Panel 2 
Responses are generated from the VAR of the eight liquidity (turnover) indices.  Responses are represented 
by the solid line, and the dashed lines represent a 95% confidence interval for the responses. 
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Table 2.4: Variance Decomposition: Thailand 
The variance decomposition is estimated using a four lag VAR that includes the eight liquidity indices.  The variance decomposition provides information 
on the relative importance of the other variables. All values are in percent.  A higher percent indicates a greater contribution to the variance of the series 
presented.  S.E. stands for standard error. 
 

Period 1: 01/01/1995 - 06/30/1997        

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 0.87 100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

2 0.89 96.49 1.19 0.04 0.69 0.12 0.27 1.20 0.00 

3 0.91 93.62 1.16 0.14 0.71 0.56 2.52 1.23 0.06 

4 0.97 86.36 1.27 0.34 0.70 0.89 8.94 1.26 0.23 

5 0.98 83.83 1.30 1.18 1.25 1.22 8.99 2.00 0.23 

6 0.99 83.36 1.30 1.25 1.27 1.39 8.96 2.19 0.28 

7 0.99 82.64 1.36 1.35 1.26 1.53 9.36 2.21 0.29 

8 0.99 82.11 1.37 1.48 1.42 1.62 9.32 2.35 0.32 

9 1.00 81.86 1.37 1.50 1.43 1.71 9.30 2.46 0.36 

10 1.00 81.71 1.37 1.54 1.44 1.75 9.30 2.48 0.41 

Period 2: 07/01/1997 – 07/31/1998   

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 1.22 100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

2 1.24 98.13 0.01 0.46 0.55 0.36 0.22 0.21 0.06 

3 1.27 95.33 0.12 0.66 0.53 1.23 1.59 0.43 0.12 

4 1.32 95.08 0.11 0.62 0.54 1.24 1.85 0.44 0.12 

5 1.34 92.12 0.44 0.81 0.54 1.24 3.83 0.73 0.30 

6 1.36 89.37 1.03 1.07 0.55 2.68 4.20 0.72 0.37 

7 1.38 88.18 1.02 1.04 0.54 2.95 4.97 0.77 0.52 

8 1.39 86.33 1.09 1.09 0.54 3.15 6.35 0.76 0.70 

9 1.40 84.88 1.47 1.11 0.53 3.66 6.69 0.75 0.90 

10 1.41 83.81 1.48 1.13 0.53 3.92 7.19 0.79 1.14 
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Table 2.4: Variance Decomposition: Thailand (continued) 

 

Variance Decomposition of Log Thailand: 

Period 3: 08/01/1998 – 07/31/1999 

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 1.60 100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

2 1.68 92.71 3.63 0.00 0.23 0.09 0.09 3.23 0.01 

3 1.70 91.74 3.56 0.03 0.23 0.22 0.35 3.14 0.73 

4 1.73 88.72 3.69 0.48 0.78 1.53 0.39 3.04 1.37 

5 1.76 86.38 4.03 1.53 1.27 1.62 0.50 3.33 1.33 

6 1.77 85.58 4.39 1.72 1.37 1.69 0.54 3.30 1.40 

7 1.78 85.06 4.41 1.75 1.43 2.03 0.54 3.35 1.42 

8 1.78 84.70 4.42 1.97 1.50 2.03 0.57 3.39 1.42 

9 1.78 84.52 4.41 2.08 1.50 2.03 0.57 3.42 1.46 

10 1.78 84.39 4.41 2.15 1.50 2.03 0.58 3.48 1.47 

Period 4: 08/01/1999 – 07/15/2002  

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 1.38 100.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

2 1.41 99.19 0.19 0.00 0.10 0.00 0.26 0.11 0.14 

3 1.43 97.71 0.50 0.01 0.47 0.22 0.27 0.67 0.16 

4 1.44 96.12 0.63 0.03 0.86 1.27 0.28 0.66 0.15 

5 1.46 95.69 0.65 0.03 1.14 1.39 0.29 0.65 0.15 

6 1.46 95.30 0.65 0.06 1.40 1.50 0.28 0.65 0.15 

7 1.47 94.93 0.66 0.08 1.62 1.57 0.32 0.66 0.16 

8 1.47 94.58 0.66 0.08 1.80 1.73 0.34 0.66 0.16 

9 1.48 94.32 0.66 0.10 1.94 1.81 0.36 0.65 0.17 

10 1.48 94.12 0.66 0.11 2.05 1.85 0.38 0.65 0.17 
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Table 2.5: Variance Decomposition: Philippines 
The variance decomposition is estimated using a four lag VAR that includes the eight liquidity indices.  The variance decomposition provides information 
on the relative importance of the other variables. All values are in percent.  A higher percent indicates a greater contribution to the variance of the series 
presented.  S.E. stands for standard error. 
 

Period 1: 01/01/1995 - 06/30/1997 

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore Log Taiwan 

1 0.70 0.99 99.01 0.00 0.00 0.00 0.00 0.00 0.00 

2 0.77 0.87 95.07 0.46 0.01 2.16 0.22 1.10 0.11 

3 0.83 1.08 91.45 3.59 0.52 1.99 0.30 0.97 0.10 

4 0.87 1.00 88.61 3.94 1.68 2.23 0.74 1.21 0.58 

5 0.89 1.59 85.34 5.73 2.34 2.28 0.75 1.22 0.76 

6 0.91 1.56 83.71 6.73 2.77 2.41 0.88 1.17 0.77 

7 0.93 1.53 81.55 7.96 3.46 2.49 0.89 1.23 0.88 

8 0.94 1.56 80.11 8.65 3.95 2.53 0.88 1.26 1.06 

9 0.95 1.52 78.72 9.06 4.42 2.73 0.87 1.38 1.30 

10 0.96 1.49 77.36 9.43 4.89 2.87 0.85 1.54 1.58 

Period 2: 07/01/1997 – 07/31/1998  

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore Log Taiwan 

1 0.82 0.00 100.00 0.00 0.00 0.00 0.00 0.00 0.00 

2 0.89 0.26 97.25 0.23 0.17 0.20 1.08 0.79 0.02 

3 0.95 3.42 86.05 1.00 0.35 1.22 1.58 6.36 0.02 

4 0.98 3.44 84.98 0.94 0.37 1.40 2.36 6.46 0.03 

5 1.01 3.51 83.15 1.35 0.37 1.49 3.72 6.35 0.06 

6 1.03 3.43 81.27 2.98 0.49 1.61 3.75 6.38 0.10 

7 1.04 3.41 79.57 4.05 0.48 1.83 4.31 6.24 0.10 

8 1.05 3.34 78.68 4.54 0.47 1.95 4.34 6.52 0.16 

9 1.06 3.35 78.07 5.05 0.47 2.01 4.31 6.51 0.24 

10 1.06 3.32 77.33 5.49 0.46 2.26 4.40 6.45 0.28 
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Table 2.5: Variance Decomposition: Philippines (continued) 

 

 

Variance Decomposition of Log Philippines: 

Period 3: 08/01/1998 – 07/31/1999  

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 1.01 0.07 99.93 0.00 0.00 0.00 0.00 0.00 0.00 

2 1.07 0.62 96.06 1.31 0.92 0.05 0.25 0.79 0.01 

3 1.16 2.03 91.93 2.47 0.95 1.09 0.74 0.76 0.02 

4 1.25 1.80 90.72 2.22 1.06 1.02 0.69 2.13 0.34 

5 1.30 1.82 89.03 2.05 1.66 0.99 0.69 3.05 0.71 

6 1.34 2.40 87.15 1.98 1.66 0.94 0.72 3.83 1.33 

7 1.38 2.32 84.79 1.98 1.96 1.33 0.68 4.87 2.07 

8 1.42 2.35 82.95 1.88 2.17 1.51 0.64 5.81 2.69 

9 1.45 2.41 81.16 1.82 2.30 1.63 0.64 6.54 3.50 

10 1.48 2.43 79.41 1.79 2.40 1.77 0.65 7.42 4.15 

Period 4: 08/01/1999 – 07/15/2002  

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 1.73 0.30 99.70 0.00 0.00 0.00 0.00 0.00 0.00 

2 1.82 0.39 97.29 0.18 0.08 0.24 1.49 0.05 0.29 

3 1.89 0.49 94.01 0.23 0.25 0.42 3.95 0.27 0.37 

4 1.96 0.46 90.69 0.60 0.25 0.46 6.45 0.28 0.80 

5 2.02 0.46 89.26 1.65 0.28 0.77 6.16 0.32 1.12 

6 2.07 0.44 88.22 1.62 0.28 1.09 6.87 0.33 1.15 

7 2.10 0.49 87.45 1.63 0.28 1.16 7.54 0.32 1.13 

8 2.12 0.52 86.94 1.63 0.28 1.17 7.99 0.34 1.13 

9 2.14 0.53 86.51 1.63 0.28 1.29 8.30 0.34 1.12 

10 2.16 0.54 86.00 1.63 0.28 1.42 8.69 0.33 1.11 
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Table 2.6: Variance Decomposition: Malaysia 
The variance decomposition is estimated using a four lag VAR that includes the eight liquidity indices.  The variance decomposition provides information 
on the relative importance of the other variables. All values are in percent.  A higher percent indicates a greater contribution to the variance of the series 
presented.  S.E. stands for standard error. 
 

Period 1: 01/01/1995 - 06/30/1997  

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 0.26 0.35 0.03 99.62 0.00 0.00 0.00 0.00 0.00 

2 0.30 2.21 0.14 97.01 0.13 0.15 0.00 0.25 0.10 

3 0.33 1.98 0.15 97.08 0.14 0.18 0.17 0.22 0.09 

4 0.34 2.17 0.52 95.73 0.18 0.31 0.66 0.29 0.14 

5 0.35 2.47 0.74 93.73 0.18 0.29 1.75 0.28 0.54 

6 0.36 2.65 0.95 93.09 0.17 0.28 1.74 0.31 0.81 

7 0.37 2.87 1.07 92.32 0.17 0.29 1.89 0.39 1.00 

8 0.38 2.92 1.14 91.58 0.17 0.28 2.18 0.41 1.31 

9 0.38 3.03 1.22 90.72 0.18 0.29 2.39 0.43 1.74 

10 0.39 3.13 1.27 89.94 0.19 0.29 2.57 0.47 2.13 

Period 2: 07/01/1997 – 07/31/1998  

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 0.31 0.18 2.04 97.78 0.00 0.00 0.00 0.00 0.00 

2 0.37 0.39 1.98 96.94 0.00 0.18 0.08 0.22 0.22 

3 0.41 5.12 2.61 88.28 0.55 1.35 1.47 0.18 0.45 

4 0.43 4.76 3.05 85.53 0.77 1.24 3.82 0.34 0.48 

5 0.44 4.56 3.28 84.64 1.25 1.60 3.80 0.41 0.46 

6 0.45 4.43 3.13 82.78 1.85 2.10 4.48 0.78 0.44 

7 0.45 4.27 3.02 81.49 2.23 2.60 5.01 0.96 0.42 

8 0.46 4.22 2.99 80.53 2.55 3.13 5.20 0.96 0.42 

9 0.46 4.29 2.96 79.59 2.91 3.49 5.35 0.98 0.42 

10 0.46 4.26 2.95 78.94 3.15 3.70 5.57 1.01 0.42 
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Table 2.6: Variance Decomposition: Malaysia (continued) 

 

 

Variance Decomposition of Log Malaysia: 

Period 3: 08/01/1998 – 07/31/1999 

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 0.36 0.02 0.50 99.48 0.00 0.00 0.00 0.00 0.00 

2 0.41 1.11 0.78 95.55 1.13 0.75 0.01 0.05 0.63 

3 0.44 0.96 1.44 93.88 0.98 1.68 0.28 0.11 0.66 

4 0.47 3.00 2.07 87.40 1.40 1.84 2.20 0.30 1.80 

5 0.50 2.82 1.92 83.86 2.91 3.81 2.38 0.35 1.94 

6 0.52 4.78 1.81 77.98 3.89 6.86 2.35 0.32 2.01 

7 0.55 4.81 1.72 74.66 5.21 9.07 2.22 0.44 1.86 

8 0.57 5.81 1.59 71.06 6.13 10.79 2.14 0.70 1.78 

9 0.59 6.06 1.57 68.05 7.00 12.45 2.23 0.96 1.68 

10 0.60 6.39 1.50 65.26 7.87 13.85 2.14 1.41 1.60 

Period 4: 08/01/1999 – 07/15/2002  

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 2.26 0.01 0.06 99.93 0.00 0.00 0.00 0.00 0.00 

2 2.28 0.08 0.10 98.12 0.15 0.00 0.02 0.10 1.42 

3 2.34 0.19 0.12 93.96 0.30 0.11 0.05 0.38 4.89 

4 2.37 0.45 1.54 91.39 0.45 0.23 0.45 0.40 5.09 

5 2.39 0.45 1.52 89.90 0.49 0.34 0.48 0.45 6.37 

6 2.40 0.47 1.52 89.28 0.52 0.38 0.49 0.45 6.90 

7 2.41 0.49 1.52 88.85 0.55 0.47 0.49 0.45 7.19 

8 2.41 0.49 1.51 88.37 0.57 0.65 0.56 0.47 7.37 

9 2.42 0.49 1.51 88.01 0.59 0.86 0.57 0.48 7.49 

10 2.42 0.50 1.50 87.75 0.60 1.00 0.57 0.48 7.58 
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Table 2.7: Variance Decomposition: Indonesia 
The variance decomposition is estimated using a four lag VAR that includes the eight liquidity indices.  The variance decomposition provides information 
on the relative importance of the other variables. All values are in percent.  A higher percent indicates a greater contribution to the variance of the series 
presented.  S.E. stands for standard error. 
 

Period 1: 01/01/1995 - 06/30/1997  

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore Log Taiwan 

1 0.32 0.23 0.38 0.02 99.37 0.00 0.00 0.00 0.00 

2 0.36 0.22 1.23 0.19 91.51 0.82 1.27 0.23 4.53 

3 0.42 0.31 1.51 2.16 82.65 7.73 1.14 0.92 3.58 

4 0.45 0.39 2.17 3.47 79.35 8.02 1.03 1.04 4.54 

5 0.47 0.45 2.51 3.61 78.87 7.66 0.94 1.85 4.11 

6 0.48 0.55 3.19 3.43 78.30 7.37 0.90 2.36 3.90 

7 0.50 0.53 3.44 3.30 77.55 7.52 0.87 3.13 3.67 

8 0.51 0.52 3.77 3.28 76.81 7.60 0.83 3.70 3.50 

9 0.53 0.50 3.94 3.22 75.91 7.75 0.79 4.49 3.41 

10 0.54 0.48 4.10 3.14 75.15 7.81 0.77 5.21 3.34 

Period 2: 07/01/1997 – 07/31/1998  

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore Log Taiwan 

1 0.22 3.71 1.94 0.12 94.23 0.00 0.00 0.00 0.00 

2 0.26 5.11 2.35 0.16 89.97 0.87 0.24 0.20 1.10 

3 0.35 3.20 3.70 5.46 61.22 21.82 3.89 0.11 0.61 

4 0.40 6.14 3.52 6.59 51.68 24.93 6.40 0.09 0.65 

5 0.42 8.34 3.29 6.78 48.04 25.63 7.05 0.23 0.64 

6 0.44 9.10 3.45 6.42 46.07 26.75 7.35 0.24 0.62 

7 0.46 9.28 3.25 6.80 44.82 27.91 7.00 0.32 0.62 

8 0.47 9.32 3.08 7.23 43.59 29.10 6.64 0.41 0.62 

9 0.48 9.28 3.07 7.34 42.63 30.30 6.34 0.39 0.64 

10 0.49 9.16 2.99 7.39 41.85 31.42 6.14 0.41 0.64 
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Table 2.7: Variance Decomposition: Indonesia (continued) 

 

 

Variance Decomposition of Log Indonesia: 

Period 3: 08/01/1998 – 07/31/1999 

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 0.42 0.60 0.68 0.07 98.65 0.00 0.00 0.00 0.00 

2 0.44 1.02 1.18 0.06 95.80 0.05 0.31 0.24 1.34 

3 0.47 1.72 1.21 0.40 85.13 6.34 1.29 2.50 1.41 

4 0.52 1.71 1.11 0.41 80.68 7.05 2.01 5.87 1.17 

5 0.55 2.68 1.02 0.40 79.60 6.94 2.28 5.79 1.29 

6 0.57 3.55 0.97 0.63 76.71 7.35 2.38 6.60 1.81 

7 0.59 3.80 0.96 0.84 74.24 8.42 2.30 7.60 1.84 

8 0.60 4.07 0.99 0.85 73.22 8.63 2.32 8.06 1.87 

9 0.61 4.30 1.02 0.91 72.00 8.89 2.29 8.51 2.08 

10 0.62 4.44 1.08 1.07 70.60 9.19 2.21 9.16 2.24 

Period 4: 08/01/1999 – 07/15/2002  

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 0.36 0.06 0.51 0.77 98.66 0.00 0.00 0.00 0.00 

2 0.40 0.07 0.48 0.91 97.09 0.43 0.20 0.00 0.82 

3 0.46 0.25 0.36 0.73 87.60 9.86 0.48 0.03 0.69 

4 0.50 0.68 0.31 0.79 84.66 11.17 0.47 0.08 1.83 

5 0.52 1.65 0.29 0.73 82.75 11.51 0.44 0.18 2.46 

6 0.55 1.99 0.34 0.76 81.64 11.43 0.44 0.17 3.24 

7 0.57 2.47 0.34 0.75 79.82 11.92 0.42 0.28 3.99 

8 0.59 2.75 0.37 0.77 78.37 12.39 0.42 0.32 4.61 

9 0.60 3.01 0.38 0.76 77.10 12.83 0.42 0.37 5.12 

10 0.61 3.15 0.41 0.76 76.14 13.16 0.43 0.41 5.54 
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Table 2.8: Variance Decomposition: Hong Kong 
The variance decomposition is estimated using a four lag VAR that includes the eight liquidity indices.  The variance decomposition provides information 
on the relative importance of the other variables. All values are in percent.  A higher percent indicates a greater contribution to the variance of the series 
presented.  S.E. stands for standard error. 
 

Period 1: 01/01/1995 - 06/30/1997 

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 0.60 1.09 0.94 2.05 1.08 94.83 0.00 0.00 0.00 

2 0.68 2.52 1.49 3.71 1.21 90.85 0.18 0.03 0.00 

3 0.71 2.67 1.38 3.62 1.65 90.41 0.20 0.07 0.02 

4 0.72 2.63 1.44 3.57 1.65 89.88 0.22 0.40 0.20 

5 0.74 2.96 1.40 3.46 1.93 88.86 0.24 0.41 0.75 

6 0.75 3.02 1.41 3.44 2.37 87.79 0.56 0.42 0.99 

7 0.76 2.95 1.41 3.35 2.80 86.93 0.82 0.45 1.30 

8 0.77 2.94 1.40 3.29 3.17 86.22 0.84 0.51 1.63 

9 0.77 2.95 1.41 3.26 3.65 85.39 0.86 0.56 1.94 

10 0.78 2.92 1.43 3.25 4.03 84.64 0.90 0.63 2.21 

Period 2: 07/01/1997 – 07/31/1998  

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 0.58 0.08 0.04 8.59 0.71 90.58 0.00 0.00 0.00 

2 0.69 0.08 0.34 8.40 0.53 88.36 1.62 0.41 0.26 

3 0.75 0.23 0.73 7.95 0.93 84.52 4.22 0.71 0.71 

4 0.80 0.22 2.55 7.01 1.48 81.76 5.38 0.66 0.94 

5 0.87 0.27 2.17 6.47 2.41 77.67 9.09 0.79 1.11 

6 0.92 0.44 1.95 6.70 2.89 75.06 10.48 0.96 1.51 

7 0.97 0.60 2.12 6.75 3.54 73.16 11.04 0.88 1.91 

8 1.01 0.72 1.99 7.04 4.12 72.21 10.80 0.96 2.15 

9 1.06 1.07 1.85 7.52 4.54 70.07 11.31 1.32 2.31 

10 1.10 1.30 1.71 7.75 5.14 68.58 11.70 1.37 2.46 
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Table 2.8: Variance Decomposition: Hong Kong (continued) 

 

 

Variance Decomposition of Log Hong Kong: 

Period 3: 08/01/1998 – 07/31/1999 

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 0.70 0.28 0.40 0.15 4.81 94.36 0.00 0.00 0.00 

2 0.83 0.25 0.28 1.65 3.89 91.92 0.87 1.01 0.14 

3 0.91 0.36 0.58 2.57 3.51 90.32 0.81 1.39 0.46 

4 0.95 0.93 1.09 3.30 3.33 86.44 0.85 3.63 0.43 

5 1.00 2.05 1.11 3.06 3.60 84.44 1.74 3.59 0.41 

6 1.02 2.20 1.07 2.92 3.96 83.78 1.89 3.74 0.43 

7 1.04 2.34 1.05 2.80 4.28 83.14 1.97 3.95 0.46 

8 1.06 2.35 1.01 2.74 4.42 82.38 2.04 4.43 0.62 

9 1.08 2.43 0.99 2.70 4.48 81.69 2.22 4.74 0.76 

10 1.09 2.41 0.98 2.66 4.56 81.05 2.39 5.03 0.93 

Period 4: 08/01/1999 – 07/15/2002  

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 0.91 0.00 0.01 0.04 0.02 99.93 0.00 0.00 0.00 

2 1.04 0.09 0.11 0.17 0.29 99.24 0.01 0.09 0.01 

3 1.11 0.09 0.11 0.65 0.27 98.58 0.15 0.09 0.07 

4 1.13 0.14 0.18 0.77 0.27 98.01 0.18 0.23 0.22 

5 1.18 0.15 0.24 0.81 0.47 96.48 0.76 0.21 0.87 

6 1.21 0.14 0.27 0.81 0.60 95.73 1.04 0.20 1.20 

7 1.24 0.14 0.27 0.86 0.74 95.17 1.32 0.19 1.32 

8 1.26 0.14 0.28 0.92 0.86 94.71 1.54 0.19 1.36 

9 1.28 0.14 0.28 0.93 1.01 94.15 1.89 0.19 1.40 

10 1.29 0.14 0.29 0.94 1.16 93.68 2.18 0.19 1.41 
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Table 2.9: Variance Decomposition: South Korea 
The variance decomposition is estimated using a four lag VAR that includes the eight liquidity indices.  The variance decomposition provides information 
on the relative importance of the other variables. All values are in percent.  A higher percent indicates a greater contribution to the variance of the series 
presented.  S.E. stands for standard error. 
 

Period 1: 01/01/1995 - 06/30/1997  

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 0.66 0.27 0.16 0.23 0.56 0.28 98.50 0.00 0.00 

2 0.75 0.66 0.32 1.89 1.13 0.84 94.72 0.43 0.02 

3 0.79 0.69 1.00 2.15 2.04 1.44 91.81 0.83 0.03 

4 0.81 0.73 1.02 2.27 2.68 2.55 89.66 0.93 0.16 

5 0.81 0.73 1.03 2.24 2.85 2.61 89.16 1.08 0.29 

6 0.82 0.74 1.04 2.25 2.99 2.58 88.78 1.28 0.34 

7 0.82 0.74 1.04 2.24 3.04 2.59 88.61 1.35 0.39 

8 0.82 0.74 1.04 2.24 3.14 2.58 88.42 1.42 0.43 

9 0.82 0.74 1.04 2.24 3.19 2.58 88.27 1.48 0.48 

10 0.82 0.74 1.04 2.23 3.24 2.57 88.14 1.53 0.51 

Period 2: 07/01/1997 – 07/31/1998  

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 1.55 0.26 0.06 0.00 1.73 0.41 97.54 0.00 0.00 

2 1.58 0.57 0.06 0.79 2.67 1.76 93.78 0.00 0.37 

3 1.60 0.65 0.73 1.25 2.77 1.72 91.73 0.02 1.12 

4 1.64 0.68 1.30 2.50 2.69 1.73 88.51 1.45 1.14 

5 1.67 2.25 1.35 2.65 2.63 2.39 85.24 2.11 1.37 

6 1.68 2.27 1.36 2.72 2.62 2.42 84.95 2.10 1.56 

7 1.68 2.31 1.36 2.71 2.64 2.64 84.45 2.23 1.66 

8 1.69 2.38 1.43 2.72 2.68 2.76 83.91 2.44 1.68 

9 1.70 2.36 1.51 2.72 2.72 2.88 83.60 2.49 1.73 

10 1.70 2.35 1.50 2.71 2.81 3.10 83.25 2.49 1.79 
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Table 2.9: Variance Decomposition: South Korea (continued) 

 

 

Variance Decomposition of Log South Korea: 

Period 3: 08/01/1998 – 07/31/1999 

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 1.00 0.00 0.81 0.17 0.21 1.58 97.23 0.00 0.00 

2 1.17 19.82 0.63 0.17 0.61 2.61 76.04 0.03 0.10 

3 1.19 19.62 2.53 1.18 0.58 2.58 73.31 0.03 0.17 

4 1.26 22.58 3.17 1.14 0.56 2.37 69.03 0.03 1.13 

5 1.29 22.44 3.07 1.48 0.56 2.42 68.76 0.08 1.19 

6 1.29 22.29 3.56 1.50 0.57 2.46 68.15 0.26 1.21 

7 1.30 22.11 3.73 1.57 0.64 2.56 67.88 0.28 1.23 

8 1.31 21.99 3.94 1.56 0.75 2.59 67.65 0.28 1.24 

9 1.31 21.97 3.93 1.59 0.80 2.65 67.52 0.29 1.24 

10 1.31 21.80 4.15 1.58 0.89 2.94 67.01 0.36 1.27 

Period 4: 08/01/1999 – 07/15/2002  

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 1.18 0.19 1.20 0.67 0.01 0.00 97.93 0.00 0.00 

2 1.28 1.44 1.07 0.84 0.63 0.08 88.76 0.00 7.17 

3 1.39 1.59 1.83 1.85 1.32 0.30 79.82 0.01 13.28 

4 1.47 1.78 1.99 1.94 1.47 0.54 76.88 0.11 15.28 

5 1.56 1.72 2.92 1.74 1.56 0.54 74.15 1.65 15.72 

6 1.62 1.79 3.22 1.86 1.67 0.52 72.21 1.74 17.01 

7 1.67 1.81 3.86 1.91 1.81 0.50 70.74 1.79 17.59 

8 1.71 1.78 4.39 1.91 1.88 0.48 69.84 1.89 17.84 

9 1.75 1.78 4.93 1.87 1.98 0.49 68.61 2.06 18.28 

10 1.78 1.78 5.39 1.85 2.08 0.50 67.60 2.11 18.68 
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Table 2.10: Variance Decomposition: Singapore 
The variance decomposition is estimated using a four lag VAR that includes the eight liquidity indices.  The variance decomposition provides information 
on the relative importance of the other variables. All values are in percent.  A higher percent indicates a greater contribution to the variance of the series 
presented.  S.E. stands for standard error. 
 

Period 1: 01/01/1995 – 06/30/1997 

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log Taiwan

1 0.40 0.78 0.00 6.70 0.05 0.24 0.05 92.19 0.00
2 0.47 1.22 0.18 7.57 0.17 0.82 0.08 89.75 0.20
3 0.50 1.32 0.46 7.40 0.17 0.73 1.78 86.94 1.20
4 0.52 1.22 0.75 7.07 0.39 0.77 3.94 84.32 1.54
5 0.54 1.22 0.73 6.97 0.38 0.81 4.94 83.43 1.53
6 0.55 1.19 0.72 6.79 0.36 0.80 5.52 82.86 1.74
7 0.56 1.16 0.72 6.63 0.35 0.88 5.74 82.65 1.86
8 0.56 1.14 0.72 6.50 0.35 1.09 5.98 82.30 1.93
9 0.57 1.13 0.71 6.40 0.36 1.31 6.12 81.99 1.97

10 0.57 1.12 0.71 6.33 0.38 1.48 6.14 81.83 2.01

Period 2: 07/01/1997 – 07/31/1998 

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log Taiwan

1 0.45 0.03 0.18 2.58 1.55 0.77 1.00 93.89 0.00
2 0.51 0.43 0.54 3.72 1.32 0.70 1.72 91.55 0.01
3 0.52 1.24 0.51 4.34 1.25 1.15 2.02 89.46 0.02
4 0.54 2.05 1.29 4.07 1.22 1.10 4.61 85.63 0.04
5 0.57 3.70 1.63 3.77 1.15 1.15 6.48 81.70 0.43
6 0.57 4.35 1.68 3.92 1.26 1.15 6.83 80.15 0.66
7 0.58 5.21 1.93 3.94 1.32 1.16 6.67 79.03 0.73
8 0.59 5.64 2.30 3.88 1.36 1.23 6.74 78.01 0.83
9 0.59 5.77 2.63 3.82 1.47 1.33 6.67 77.31 1.00

10 0.59 5.89 2.83 3.80 1.54 1.37 6.63 76.80 1.14
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Table 2.10: Variance Decomposition: Singapore (continued) 

 

 

Variance Decomposition of Log Singapore: 

Period 3: 08/01/1998 – 07/31/1999 

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 0.80 0.02 4.87 4.38 1.58 2.55 0.01 86.60 0.00 

2 0.82 0.35 4.59 4.13 2.14 4.69 0.48 83.61 0.01 

3 0.84 0.33 4.86 4.43 3.13 4.45 0.89 80.17 1.73 

4 0.87 0.40 6.08 4.27 3.54 5.41 1.24 75.59 3.46 

5 0.89 0.63 5.91 4.76 4.16 5.68 1.45 73.93 3.48 

6 0.89 0.81 5.82 4.75 4.50 6.53 1.42 72.64 3.54 

7 0.90 0.82 6.11 4.69 4.76 6.53 1.61 71.99 3.51 

8 0.91 0.93 6.05 4.74 5.26 6.65 1.84 70.98 3.55 

9 0.91 1.04 6.01 4.79 5.49 6.83 1.84 70.38 3.63 

10 0.92 1.04 6.04 4.76 5.76 7.19 1.83 69.66 3.72 

Period 4: 08/01/1999 – 07/15/2002  

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 0.69 0.21 1.33 6.41 0.15 0.02 0.03 91.85 0.00 

2 0.71 0.20 1.55 6.07 0.34 0.02 0.21 91.18 0.42 

3 0.73 0.19 1.77 5.82 0.38 0.02 0.20 91.20 0.41 

4 0.74 0.26 2.35 5.86 0.45 0.02 0.62 90.01 0.43 

5 0.75 0.41 2.33 5.78 0.58 0.04 0.82 88.06 1.97 

6 0.76 0.42 2.34 5.84 0.79 0.07 0.95 86.67 2.93 

7 0.77 0.42 2.36 5.91 0.93 0.08 1.15 85.45 3.71 

8 0.77 0.43 2.37 5.89 1.03 0.08 1.46 84.36 4.38 

9 0.78 0.43 2.35 5.92 1.12 0.08 1.64 83.54 4.91 

10 0.78 0.43 2.33 5.96 1.19 0.09 1.81 82.91 5.29 
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Table 2.11: Variance Decomposition: Taiwan 
The variance decomposition is estimated using a four lag VAR that includes the eight liquidity indices.  The variance decomposition provides information 
on the relative importance of the other variables. All values are in percent.  A higher percent indicates a greater contribution to the variance of the series 
presented.  S.E. stands for standard error. 
 

Period 1: 01/01/1995 – 06/30/1997  

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 0.90 1.52 1.68 0.75 0.00 0.02 0.09 0.93 94.99 

2 0.93 1.45 1.57 1.76 0.23 0.02 0.13 0.99 93.84 

3 0.99 1.49 1.86 1.80 2.49 0.05 0.16 3.39 88.76 

4 1.03 1.51 1.79 1.78 2.33 0.04 0.22 3.22 89.11 

5 1.07 2.63 1.71 1.77 2.72 0.20 0.23 3.37 87.38 

6 1.08 2.70 1.67 1.72 2.86 0.24 0.22 3.57 87.02 

7 1.10 2.78 1.65 1.67 3.26 0.24 0.22 3.68 86.51 

8 1.12 3.04 1.61 1.64 3.43 0.23 0.40 3.71 85.95 

9 1.13 3.17 1.58 1.68 3.75 0.23 0.44 3.75 85.39 

10 1.14 3.24 1.56 1.71 3.95 0.23 0.47 3.81 85.03 

Period 2: 07/01/1997 – 07/31/1998  

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 0.21 3.01 0.08 3.84 2.03 0.64 0.42 0.99 88.99 

2 0.27 3.56 0.45 2.53 3.36 3.24 0.30 1.64 84.93 

3 0.29 4.19 0.48 2.30 4.34 7.34 3.45 1.38 76.52 

4 0.30 4.38 0.51 2.25 4.84 8.28 4.34 1.46 73.93 

5 0.32 4.40 0.46 2.06 4.85 9.71 5.89 1.34 71.30 

6 0.33 4.49 0.50 2.24 4.68 10.50 6.56 1.23 69.78 

7 0.34 4.54 0.58 2.35 4.66 10.98 6.48 1.17 69.23 

8 0.35 4.50 0.56 2.31 4.75 11.51 6.79 1.12 68.45 

9 0.35 4.40 0.56 2.29 4.85 11.88 7.03 1.09 67.90 

10 0.36 4.32 0.61 2.29 4.91 12.32 7.05 1.08 67.42 
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Table 2.11: Variance Decomposition: Taiwan (continued) 

 

 

Variance Decomposition of Log Taiwan: 

Period 3: 08/01/1998 – 07/31/1999 

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 0.26 0.05 0.16 1.26 0.09 0.32 0.60 1.70 95.82 

2 0.31 0.04 0.12 0.98 1.13 3.10 0.43 1.82 92.37 

3 0.34 0.03 2.98 0.86 0.92 6.81 0.36 4.35 83.69 

4 0.35 0.03 3.35 1.32 1.01 7.99 0.35 5.49 80.46 

5 0.37 0.10 3.43 1.31 0.99 8.58 0.64 6.81 78.13 

6 0.38 0.09 3.55 1.38 0.96 8.71 1.08 8.00 76.22 

7 0.39 0.12 3.50 1.57 0.92 8.99 1.32 8.53 75.06 

8 0.39 0.12 3.55 1.82 0.94 9.08 1.75 8.88 73.86 

9 0.40 0.18 3.61 1.92 0.94 9.11 2.20 9.19 72.85 

10 0.41 0.19 3.65 2.04 0.95 9.11 2.57 9.36 72.13 

Period 4: 08/01/1999 – 07/15/2002  

 Period S.E. 

Log 

Thailand 

Log 

Philippines 

Log 

Malaysia 

Log 

Indonesia 

Log Hong 

Kong 

Log South 

Korea 

Log 

Singapore 

Log 

Taiwan 

1 2.05 0.10 0.05 0.59 0.41 0.01 0.81 0.00 98.04 

2 2.28 0.28 0.08 0.66 1.33 0.13 1.80 0.01 95.71 

3 2.40 0.60 0.07 0.76 1.22 0.12 1.95 0.27 95.02 

4 2.45 0.60 0.24 0.74 1.18 0.13 2.21 0.41 94.51 

5 2.48 1.02 0.44 1.33 1.14 0.45 2.23 0.41 92.96 

6 2.50 1.25 0.51 1.47 1.15 0.66 2.41 0.52 92.02 

7 2.51 1.35 0.62 1.54 1.15 0.96 2.52 0.54 91.32 

8 2.53 1.44 0.66 1.56 1.14 1.28 2.70 0.55 90.67 

9 2.54 1.47 0.73 1.55 1.13 1.52 2.77 0.55 90.27 

10 2.54 1.49 0.80 1.54 1.13 1.70 2.84 0.56 89.94 
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Table 2.12:  Summary of Variance Decomposition Contributions 
The table contains a summary of the countries that contributed the most to the variance of a particular 
country in a particular period of the study.  The subperiods are defined as: Subperiod 1 indicates the time 
period 01/01/1995 – 06/30/1997; Subperiod 2 indicates the time period 07/01/1997 – 07/31/1998; 
Subperiod 3 indicates the time period 08/01/1998 – 07/31/1999; Subperiod 4 indicates the time period 
08/01/1999 – 07/15/2002.  Countries in bold indicate a contribution of 10% or more. A contribution of 
‘None’ indicates that no country index contributed more than 2%. 
 

 

Country Subperiod Variance Contribution 

Thailand 1 South Korea   

  2 South Korea   

  3 Philippines   

  4 None   

Philippines 1 Malaysia   

  2 Singapore   

  3 None   

  4 South Korea   

Malaysia 1 None   

  2 Thailand South Korea 

  3 Hong Kong   

  4 None   

Indonesia 1 Hong Kong   

  2 Hong Kong Thailand 

  3 Hong Kong Singapore 

  4 Hong Kong   

Hong Kong 1 None   

  2 Malaysia South Korea 

  3 Indonesia   

  4 None   

South Korea 1 None   

  2 None   

  3 Thailand   

  4 Taiwan   

Singapore 1 Malaysia South Korea 

  2 Thailand South Korea 

  3 Philippines Hong Kong 

  4 Malaysia   

Taiwan 1 None   

  2 Hong Kong   

  3 Singapore Hong Kong 

  4 None   
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CONCLUSION 
 
 

The purpose of this research is to examine financial market liquidity during periods of 

market stress relative to recognized risk factors such as firm quality.  This research also 

investigates market liquidity as a transmission mechanism or indicator of contagion across 

international financial markets. 

Results from the first chapter, which examines the .com financial market collapse of 

2000, are generally mixed.  In chapter one, .com firms are categorized into quality groups and 

changes in liquidity are analyzed as well as trade direction.  While there is evidence that the 

crisis had a significant impact on liquidity for both the high quality and low quality groups, the 

results do not confirm the hypothesis that investors sell their high quality shares in greater 

numbers during the crisis.  The trade direction analysis also does not support the flight-from-

quality hypothesis.  However, the relationship between liquidity level and returns as suggested 

by previous studies is confirmed by the data. 

Chapter two examines the contagion phenomenon during the Asian financial crisis.  

Contagion has been attributed to shocks that are transmitted through cross-market links as a 

result of investor reaction.  The cross-market linkages result from portfolio investment strategies 

where funds are invested in several countries within a particular region.  When investors begin to 

lose in one market, wealth declines and investors sell their investments in several markets to 

compensate and to rebalance risk in their portfolios.  Using causality analysis in a vector 

autoregressive (VAR) framework, this study examines the aggregate liquidity market indices in 

order to determine if contagion is prevalent during a crisis and transmittable through the 

rebalancing process of international, aggregate investor holdings.  The results indicate that 

market liquidity does not act as an indicator of contagion, and suggest that the market liquidity of 

developing economies does not lead that of more advanced economies.  While the liquidity 

indices do not reveal any evidence of contagion in the context of this study, the importance of 

liquidity as a market factor and the study of contagion are not reduced. 
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APPENDIX A 

 

 

 SUMMARY OF VARIABLE ACRONYMS AND DEFINITIONS 
 
 

The variables are created by calculating the change (∆) in each variable per transaction, taking the 
absolute value of that change, and then averaging across all values per day.  These values are then 
averaged per month and compared across quality groups.  The change in each variable is measured as:  
Xt+1− Xt where X is the value of each variable per transaction.  The terms ‘Ask’ and ‘Offer’ are used 
interchangeably. 
 

Variable                             Definition 

Liquidity Variables 

|∆Quoted Spread| Quoted spread is measured as:    (Ask quoted price - Bid quoted price) 

|∆Effective Spread| 
Effective spread is measured as:  
                                            (Transaction Price - Midpoint of the quote) 

|∆LMR Effective 
Spread| 

((ask price-bid price)/midpoint of quote) in % 
((ask price*ask  depth)+ (bid price*bid  depth))/2 in $ 
 
Measure developed by Lee, Mucklow, and Ready (1993), (LMR). 

|∆CRM Composite| 

( )

∑
∑

=

=
+−

n

i i

n

i iiii

Q

QBIDASKP

1

1
2/2

 where n is the number of trades in 

a day, Pt is the price of the ith trade, Qi, is the number of shares 
transacted (volume) in the ith trade, and ASKi and BIDi are the ask and 
bid prices, respectively, of the quote in effect when the ith trade 
transacted.  Measure developed by Chordia, Roll, and Subrahmanyam 
(2000), (CRM). 

|∆Price Impact|  (∆Price/Volume)t+1 − (∆Price/Volume)t  

Pricing Variables 

|∆Price| Transaction Pricet+1 − Transaction Pricet 

|∆Size| Transaction Sizet+1 − Transaction Sizet 

|∆Bid| Quoted Bid Pricet+1 − Quoted Bid Pricet 

|∆Bid Depth| Quoted Bid Deptht+1 − Quoted Bid Deptht 

|∆Offer| Quoted Offer Pricet+1 − Quoted Offer Pricet  

|∆Offer Depth| Quoted Offer Deptht+1 − Quoted Offer Deptht 

|∆Average Depth| 
((Quoted Bid Depth + Quoted Offer Depth)/2) t+1 − ((Quoted Bid 
Depth + Quoted Offer Depth)/2)t 

|∆ Average Depth $$| 

((Quoted Bid Depth x Bid Price) + (Quoted Offer Depth x Offer 
Price)/2)) t+1 − ((Quoted Bid Depth x Bid Price) + (Quoted Offer Depth 
x Offer Price)/2))t 
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Trading Activity Variables 

|∆ Sell Volume| Sell Volumet+1 − Sell Volumet 

|∆ Buy Volume| Buy Volumet+1 − Buy Volumet 

|∆ Total Volume| Total Volumet+1 − Total Volumet where Total = Buy + Sell 

|∆ Turnover| 
Turnovert+1 − Turnovert where 
                      Turnover=(Number of shares traded/Shares Outstanding) 

Trade Time 
Transaction Timet+1− Transaction Timet in hours, minutes, and 
seconds.  

Miscellaneous 

Midpoint (Bid quoted price + Ask quoted price)/2 
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APPENDIX B 

 

 

CHRONOLOGY OF THE 1997 ASIAN FINANCIAL CRISIS 
43, 44

 

• January, 1997 - Hanbo Steel, a large Korean chaebol, collapses under $6bn in debts - 
first bankruptcy of a leading Korean conglomerate in a decade.  

• February 5, 1997 - Somprasong is first Thai Company to miss payments on foreign debt.  
• March 10 - The Thai government says it will buy $3.9bn in bad property debt from 

financial institutions but reneges on this promise. IMF Managing Director Michel 
Camdessus says: "I don't see and reason for this crisis to develop further". 

• March 28 - The Malaysian central bank restricts loans to property and stocks to head off 
a crisis.  

• March - Sammi Steel, a Korean conglomerate, fails provoking fears of a looming 
corporate debt crisis. 

• Early May, 1997 - Japanese officials, concerned about the decline of the yen, hinted that 
they might raise interest rates. The threat never materialized. But it proved to be one of 
the first signs of the Asian crisis.  The Japanese threat shifted the decisions of global 
investors, who immediately began to sell Southeast Asian currencies, setting off a tumble 
not only in the currencies but in the local stock markets as well.  

• May 14-15, 1997 - Thailand's baht currency is hit by a massive attack by speculators who 
decided Thailand's slowing economy and political instability meant it was time to sell. 
Thailand and Singapore jointly intervene to defend the baht.  The Philippines is affected. 
The central bank raises the overnight rate 1-3/4 percentage points to 13 percent and 
dumps dollars. 

• May 23 - Moves to save Finance One, Thailand's largest finance company, fail. 
• June 19 - Amnuay Viravan, staunchly against devaluing the baht, resigns as Thailand's 

finance minister.  The PM Chavalit Yongchaiyudh says: "We will never devalue the 
baht".  The resignation has immediate financial impact in the Philippines, where the 
overnight rate rises to 15 percent.  

• June 27 - The Thai central bank suspends operations of 16 cash-strapped finance 
companies and orders them to submit merger or consolidation plans.  

• June 30 - Thai Prime Minister Chavalit Yongchaiyudh assures the nation in a televised 
address there will be no devaluation of the baht.  

• July - Korea's third largest car maker, Kia, suffers credit crunch and asks for emergency 
loans. 

                                                 
43 Points 1 through 12 are taken from Nouriel Roubini’s, Stern School of Business, website at: 
http://pages.stern.nyu.edu/~nroubini/asia/AsiaChronology1.html. 
44 Points 13 through 28 are taken from Dick K. Nanto’s Congressional Research Service (CRS) report, THE 1997-98 

ASIAN FINANCIAL CRISIS at: http://www.fas.org/man/crs/crs-asia2.htm. 
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• July 2 - After using $33 billion in foreign exchange, Thailand announces a managed float 
of the baht. The Philippines intervenes to defend its peso.  

• July 18 - IMF approves an extension of credit to the Philippines of $1.1 billion.  
• July 24 - Asian currencies fall dramatically. Malaysian Prime Minister Mahathir attacks 

"rogue speculators" and later points to financier George Soros.  
• Aug. 13-14 - The Indonesian rupiah comes under severe pressure. Indonesia abolishes its 

system of managing its exchange rate through the use of a band.  
• Aug. 20 - IMF announces $17.2 billion support package for Thailand with $3.9 billion 

from the IMF.  
• Aug. 28 - Asian stock markets plunge. Manila is down 9.3%, Jakarta 4.5%.  
• Sep. 4 - The peso, Malaysian ringgit, and rupiah continue to fall. 
• Sep. 20 - Mahathir tells delegates to the IMF/World Bank annual conference in Hong 

Kong that currency trading is immoral and should be stopped.  
• Sep. 21 - George Soros says, "Dr Mahathir is a menace to his own country."  
• Oct. 8 - Rupiah hits a low; Indonesia says it will seek IMF assistance.  
• Oct. 14 - Thailand announces a package to strengthen its financial sector.  
• Oct. 20-23 - The Hong Kong dollar comes under speculative attack; Hong Kong 

aggressively defends its currency. The Hong Kong stock market drops, while Wall Street 
and other stock markets also take severe hits.  

• Oct. 28+ - The value of the Korean won drops as investors sell Korean stocks.  
• Nov. 5 - The IMF announces a stabilization package of about $40 billion for Indonesia. 

The United States pledges a standby credit of $3 billion.  
• Nov. 3-24 - Japanese brokerage firm (Sanyo Securities), largest securities firm (Yamaichi 

Securities), and 10* largest bank (Hokkaido Takushoku) collapse.  
• Nov. 21 - South Korea announces that it will seek IMF support.  
• Nov 25 - At the APEC Summit, leaders of the 18 Asia Pacific economies endorse a 

framework to cope with financial crises.  
• Dec 5 - Malaysia imposes tough reforms to reduce its balance of payments deficit.  
• Dec 3 - Korea and IMF agree on $57 billion support package.  
• Dec 18 - Koreans elect opposition leader Kim, Dae-jung as new President.  
• Dec 25 - IMF and others provide $10 billion in loans to South Korea.  
• Jan 6 - Indonesia unveils new budget that does not appear to meet IMF austerity 

conditions. Value of rupiah drops.  
• Jan 8 - IMF and S. Korea agree to a 90-day rollover of short-term debt.  
• Jan 12 - Peregrine Investments Holdings of Hong Kong collapses. Japan discloses that its 

banks carry about $580 billion in bad or questionable loans.  
• Jan 15 - IMF and Indonesia sign an agreement strengthening economic reforms.  
• Jan 29 - South Korea and 13 international banks agree to convert $24 billion in short-

term debt, due in March 1998, into government-backed loans.  
• Jan 31 - South Korea orders 10 of 14 ailing merchant banks to close.  
• Feb 2- The sense of crisis in Asia ebbs.   
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APPENDIX C 
 

 

OVERALL VAR MODEL RESULTS 
 

 

Table C1: Overall VAR Model Results - Sample period: 01/01/1995-06/30/1997 

The VAR is estimated using four lags and includes the eight liquidity (turnover) indices.  The results below represent the individual equation 
results.  Individual equation, coefficient estimates are available on request. 
 
 
 
 

  
Log 

Thailand 
Log 

Philippines 
Log 

Malaysia 
Log 

Indonesia 
Log Hong 

Kong 
Log  

Korea 
Log 

Singapore 
Log 

Taiwan 

 R-squared 0.2953 0.6161 0.6287 0.7883 0.5191 0.2154 0.5727 0.3561 
 Adj. R-squared 0.1947 0.5612 0.5757 0.7581 0.4503 0.1033 0.5117 0.2641 
 Sum sq. resids 171.2625 108.5752 14.8527 22.2311 79.4095 96.7364 35.3794 180.5488 
 S.E. equation 0.8744 0.6962 0.2575 0.3150 0.5954 0.6572 0.3974 0.8978 
 F-statistic 2.9339 11.2335 11.8545 26.0691 7.5545 1.9220 9.3825 3.8716 

 Log likelihood -312.5118 -253.9473 1.6729 -50.1528 -213.7494 -239.1116 -109.8585 -319.2970 
 Akaike AIC 2.6888 2.2331 0.2438 0.6471 1.9202 2.1176 1.1117 2.7416 
 Schwarz SC 3.1445 2.6888 0.6995 1.1028 2.3759 2.5733 1.5675 3.1973 
 Mean dependent 6.4741 9.3671 6.8625 8.2633 8.1754 4.2901 6.7888 9.3541 
 S.D. dependent 0.9744 1.0511 0.3953 0.6405 0.8031 0.6940 0.5687 1.0466 
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Table C2: Overall VAR Model Results - Sample period: 07/01/1997- 07/31/1998 

The VAR is estimated using four lags and includes the eight liquidity (turnover) indices.  The results below represent the individual equation 
results.  Individual equation, coefficient estimates are available on request. 
 
 
 

 

  
Log 

Thailand 
Log 

Philippines 
Log 

Malaysia 
Log 

Indonesia 
Log Hong 

Kong 
Log 

 Korea 
Log 

Singapore 
Log 

Taiwan 

 R-squared 0.2735 0.4922 0.6176 0.8862 0.8572 0.2207 0.4713 0.7878 

 Adj. R-squared 0.1051 0.3745 0.5289 0.8598 0.8240 0.0400 0.3487 0.7386 

 Sum sq. resids 206.9659 92.9360 13.5248 6.8814 46.7841 333.2263 28.2998 6.3359 

 S.E. equation 1.2246 0.8206 0.3131 0.2233 0.5823 1.5539 0.4528 0.2143 

 F-statistic 1.6239 4.1807 6.9638 33.5893 25.8804 1.2214 3.8448 16.0128 

 Log likelihood -258.9596 -190.5047 -25.7131 32.0591 -131.8203 -299.6805 -88.8404 39.1203 

 Akaike AIC 3.4147 2.6141 0.6867 0.0110 1.9277 3.8910 1.4250 -0.0716 

 Schwarz SC 4.0210 3.2204 1.2930 0.6173 2.5340 4.4973 2.0313 0.5347 

 Mean dependent 7.0657 9.8781 7.1740 8.8300 8.5343 5.1474 7.7139 9.6981 

 S.D. dependent 1.2946 1.0376 0.4561 0.5965 1.3881 1.5860 0.5611 0.4191 
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Table C3: Overall VAR Model Results - Sample period: 08/01/1998- 07/31/1999 

The VAR is estimated using four lags and includes the eight liquidity (turnover) indices.  The results below represent the individual equation 
results.  Individual equation, coefficient estimates are available on request. 
 
 
 
 

  
Log 

Thailand 
Log 

Philippines 
Log 

Malaysia 
Log 

Indonesia 
Log Hong 

Kong 
Log  

Korea 
Log 

Singapore 
Log 

 Taiwan 

 R-squared 0.2178 0.6385 0.7965 0.6820 0.7141 0.4985 0.4142 0.6946 
 Adj. R-squared 0.0143 0.5444 0.7435 0.5992 0.6398 0.3680 0.2618 0.6152 
 Sum sq. resids 315.4491 125.9302 15.7950 21.5683 60.1317 123.1546 77.8434 8.0191 
 S.E. equation 1.6014 1.0118 0.3584 0.4188 0.6992 1.0006 0.7955 0.2553 
 F-statistic 1.0700 6.7879 15.0431 8.2428 9.6026 3.8209 2.7179 8.7439 

 Log likelihood -276.2774 -204.6524 -42.7216 -67.0213 -146.9955 -202.9140 -167.1322 10.1519 

 Akaike AIC 3.9651 3.0468 0.9708 1.2823 2.3076 3.0245 2.5658 0.2929 
 Schwarz SC 4.6103 3.6920 1.6160 1.9275 2.9528 3.6697 3.2110 0.9381 
 Mean dependent 8.2686 10.4280 7.3476 8.6160 7.8914 6.7343 8.1203 9.7473 
 S.D. dependent 1.6130 1.4991 0.7076 0.6615 1.1650 1.2587 0.9259 0.4116 
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Table C4: Overall VAR Model Results - Sample period: 08/01/1999- 07/15/2002 

The VAR is estimated using four lags and includes the eight liquidity (turnover) indices.  The results below represent the individual equation 
results.  Individual equation, coefficient estimates are available on request. 
 
 
 

 

  
Log 

Thailand 
Log 

Philippines 
Log 

Malaysia 
Log 

Indonesia 
Log Hong 

Kong 
Log  

Korea 
Log 

Singapore 
Log 

Taiwan 

 R-squared 0.1377 0.4079 0.0967 0.7165 0.5738 0.4871 0.1955 0.2402 

 Adj. R-squared 0.0806 0.3686 0.0368 0.6978 0.5456 0.4531 0.1421 0.1898 

 Sum sq. resids 920.4813 1452.3800 2474.7840 62.1186 402.8259 671.4097 229.9468 2027.6140 

 S.E. equation 1.3805 1.7341 2.2636 0.3586 0.9132 1.1790 0.6900 2.0489 

 F-statistic 2.4106 10.3963 1.6155 38.1551 20.3218 14.3322 3.6668 4.7713 

 Log likelihood -881.5001 -999.1642 -1136.6650 -185.9705 -668.2909 -800.0966 -523.6415 -1085.2470 

 Akaike AIC 3.5446 4.0006 4.5336 0.8487 2.7182 3.2291 2.1575 4.3343 

 Schwarz SC 3.8161 4.2722 4.8051 1.1203 2.9897 3.5006 2.4291 4.6058 

 Mean dependent 7.9815 9.6384 6.3722 8.7742 9.6352 8.2304 7.8286 9.2452 

 S.D. dependent 1.4397 2.1823 2.3065 0.6523 1.3547 1.5943 0.7450 2.2763 
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