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ABSTRACT 
 
 

 Mesoscale convective systems (MCSs) provide much of the annual rainfall over central 

equatorial Africa (CEA) during the March-April-May (MAM) and September-October-

November (SON) rainy seasons. The characteristics and propagation of these systems are 

essential components to rainfall variability in this region. This has economic implications related 

to agriculture, livestock, and drought monitoring. Understanding MCSs will lead to better 

regional and global climate models that help predict the effects of the changing hydrologic cycle 

and heat budget as they relate to MCS activity. 

 This study identifies and tracks MCSs for the 33-year period 1983-2015 using GridSat-

B1 cloud top temperature (CTT) data. Characteristics of the MCSs (displacement, duration, 

speed, heading, minimum CTT, and maximum size) are determined for the MAM and SON rainy 

seasons. Statistical significance testing is performed to determine if there are differences between 

the seasons as they relate to the variables and MCS counts. Long-term trends are also examined. 

Differences and trends are analyzed using the National Oceanic and Atmospheric 

�$�G�P�L�Q�L�V�W�U�D�W�L�R�Q�¶�V�����1�2�$�$�����1�D�W�L�R�Q�D�O���&�H�Q�W�Hrs for Environmental Prediction (NCEP) Climate 

Forecast System Reanalysis (CFSR). 

 This study finds statistically significant differences between the rainy seasons domain-

wide, but these differences are variable- and latitude-dependent. There is high interannual 

variability and weak-to-absent trends for nearly all variables in both seasons. The exceptions are 

the average minimum CTTs, which show less interannual variability and cooling trends. 

Differences between the seasons are largely due to changes in low-level equivalent potential 

temperature and large scale circulations. The primary factor for initiation is thought to be 

thermally-driven gravity waves in the lee of the Great Rift Valley. Low-level vertical wind shear 

is believed to contribute to the maintenance of MCSs as they propagate, but do not seem to be a 

major factor for initiation. 
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CHAPTER 1 
 

INTRODUCTION 
 
 

 The factors governing regional rainfall variability in central equatorial Africa (CEA) and 

the scales of their influences are difficult to determine. This lack of understanding has large 

economic impacts through agriculture, livestock, and drought monitoring (Sandjon et al., 2012). 

Rainfall variability is controlled by many factors spanning several spatial and temporal scales. It 

has been linked to several teleconnections, such as the El Niño Southern Oscillation (ENSO), 

Atlantic Multi-decadal Oscillation (AMO), and Madden-Julian Oscillation (MJO) (Berhane et 

al., 2015; Sandjon et al., 2012; Diem et al., 2014; Camberlin et al., 2001). Also, there have been 

strong links to Atlantic sea surface temperatures (SSTs) (Balas et al., 2007; Nicholson and 

Entekhabi, 1987; Sinclaire et al., 2015) and anthropogenic effects, such as deforestation 

(Semazzi and Song, 2001; Paeth and Thamm, 2007; Shem, 2006) and biomass burning (Paeth 

and Feichter, 2006; Reid et al., 2005). Additional variability is due to synoptic scale circulation 

patterns (Roy and Balling, 2014) and features, such as the African Easterly Jet of the Southern 

Hemisphere (AEJ-S) (Grist and Nicholson, 2008; Jackson et al., 2009). Much of the rainfall in 

CEA comes from mesoscale convective systems (MCSs) initiated in the lee of high terrain 

(Laing et al, 2008; Nguyen and Duvel, 2008), particularly west of the Great Rift Valley. As such, 

the lee of the Great Rift Valley will be a region of interest for this study with regard to initiation 

of organized convective episodes. 

Understanding MCSs, their characteristics and propagation, will allow for a better 

knowledge of how rainfall variability may change over time. This study is a step toward that 

understanding and will provide insight into long-term annual trends. Additionally, since most of 

the rainfall variability is governed the rainy seasons (Jackson et al., 2009), the long-term trends 

for each rainy season will be analyzed and compared to one another. This may provide additional 

explanations for some of the interannual rainfall variability. 

 

1.1 Geographical background 
 

CEA straddles the equator and is centered about the Congo basin within the Democratic 

Republic of the Congo (DRC) (Figure 1.1). The basin is surrounded by higher terrain to its north, 
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south, and east. Cameroon, the Central African Republic, and South Sudan border the basin to 

the north. To the west lies the Republic of Congo and the Atlantic Ocean. Along the eastern 

extent of the basin lies the Mitumba Mountain Range and the East Africa Highlands, part of the 

Great Rift Valley system. The Katanga Plateau in southeastern DRC and the Bié Plateau in 

Angola border the basin to the south. CEA is considered to encompass much of these regions. 

However, for this study the region of interest will be focused mainly in the Congo basin, eastern 

portions of DRC to the lee of the Great Rift Valley, and points southward (5°N�±15°S latitude and 

5°E�±35°E longitude). 

 

 

 

1.2 Rainfall variability 
 

On average, the Congo rainforest, at the center of CEA, receives on the order of 2000 

mm of rainfall annually (Liebmann et al., 2011). The rainfall pattern follows a bimodal 

Figure 1.1: Geographical and topographical features of the Congo basin and surrounding 
regions. 
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distribution with the majority of the rainfall occurring during the March-April-May (MAM) and 

September-October-November (SON) rainy seasons (Jackson et al., 2009). Between these two 

seasons, higher rainfall amounts tend to occur during the SON season (Jackson et al., 2009). 

�0�X�F�K���R�I���W�K�H���U�H�J�L�R�Q�¶�V���S�U�H�F�L�S�L�W�D�W�L�R�Q���F�R�P�H�V���I�U�Rm MCSs, as previously mentioned, which are 

influenced by strong surface-atmosphere coupling, regional and synoptic scale circulations, and 

anthropogenic forcing. The interactions of these forcing mechanisms and their relative 

magnitudes are still not well understood. Many global-scale studies have addressed MCSs over 

CEA, but only a few have specifically focused on this region. Studies that do emphasize CEA 

generally focus on shorter time scales and have not developed long-term climatologies. The 

current study will focus on the MAM and SON rainy seasons and will attempt to determine if 

MCS characteristics and propagation have any clear differences between the two seasons. This 

will help determine if interannual variability is dictated by changes within the seasons or if there 

are factors on larger time scales influencing this variability. 

 

1.2.1 Mesoscale convective systems 
 

More than 70% of rainfall over CEA is the result of MCSs (Nesbitt et al., 2006). Note 

that many of these thunderstorm clusters are a specific type of MCS known as a mesoscale 

convective complex (MCC). MCCs are defined as large convective clusters that have low 

eccentricities (i.e. are highly circular) and last six or more hours. These systems also have certain 

cloud top temperature (CTT) criteria (Maddox, 1980; Evans and Shemo, 1996), where the 

criteria vary depending on the study. Other types of MCSs in the tropics include squall lines and 

tropical cyclones, although tropical cyclones will not be considered for this analysis. Since two 

types of MCSs are of interest here, a more generalized definition will be used to define and 

identify them and will be discussed in the Data and Methods chapter. 

Several studies have been performed in and around CEA to determine the size 

distribution, spatial variability, and temporal frequency of MCSs. MCSs last on average about 

11.5 hours (Laing and Fritsch, 1993b) and are triggered by either elevated terrain, land/sea 

breezes, or lake breezes (Laing et al., 2011). Coherent episodes of convection occur across 

several days as they propagate westward from the lee of the Great Rift Valley. It is thought that 

they are initiated via thermally-induced gravity waves, precipitating and causing feedbacks on 

successive MCSs via changes in latent and sensible heat fluxes (Laing et al., 2011; Nguyen and 
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Duvel, 2008). Machado et al. (1992) used multiple CTT thresholds combined with visible 

satellite data to analyze the vertical structure and spatial distribution of MCSs over CEA and the 

Sahel over six summer seasons (June, July, and August) from 1983-1988. However, this study 

was devoted mainly to determining the characteristics of the vertical structures of instantaneous 

MCSs and their spatial organization relative to one another. The study does not account for the 

large amount of short-term temporal variability associated with convection over Africa. Laing 

and Fritsch (1993b) analyzed MCC activity over the Sahel and CEA for the years 1986 and 

1987. They suggested that MCCs were most prevalent in the Sahel whereas over CEA, although 

the region was highly convective, MCCs did not occur as frequently. They reasoned that this was 

the result of environmental factors such as magnitude of vertical wind shear, buoyant energy, 

low-level jets, and duration of convective activity. In addition to thermodynamic and dynamic 

variables, orography was also shown to be of great importance over tropical Africa by 

influencing both the initiation and propagation of MCSs (Hodges and Thorncroft, 1997). MCC 

development has been found to be extremely common in the lee of mountain ranges in Africa as 

well as most other regions of the world (Laing and Fritsch, 1997). Jackson et al. (2009) analyzed 

MCS activity over CEA using data from the Tropical Rainfall Measuring Mission (TRMM). This 

study alluded to a potential inverse relationship between the average numbers of MCSs per 

season versus the percentage of convective rainfall produced by them. The study also showed a 

strong tendency for MCSs to develop immediately west of the Great Rift Valley. 

 

1.2.2 Synoptic scale circulations and teleconnections 
 

Many studies consider large scale circulations and teleconnections as the driving factors 

dictating rainfall variability over CEA. On shorter time scales, interannual variability is not as 

apparent. However, long-term trends appear to show slight decreases in precipitation, 

particularly over the western Congo rainforest since the 1980s (Diem et al., 2014; Jackson et al., 

2009). Diem et al. (2014) proposed that stratiform rainfall has increased while convective rainfall 

has decreased. Jackson et al. (2009) suggested that these lower rainfall anomalies could be due 

to either advection of drier air from northern Africa into the northern rim of the Congo basin or 

to downslope winds from higher terrain. 

ENSO is one of the most notable teleconnections influencing rainfall variability over 

Africa. However, its impact in CEA is not as evident as impacts seen elsewhere on the continent 
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(Camberlin et al., 2001). ENSO is suggested to have a more indirect effect on rainfall variability 

over CEA due to its influence on air-sea interactions over the Indian Ocean (Jury and Mpeta, 

2009). Pohl et. al (2007) supported this notion indicating that ENSO tends to have a stronger 

influence as you head farther away from equatorial Africa, implying a weak signal over CEA. 

Although many studies suggest that interseasonal variability due to ENSO is very weak over this 

region, intraseasonal effects may be important to consider as well. Misra (2010) proposed there 

are local amplifications of this weak ENSO signal that are a result of additive influences of the 

seasonal cycle, the local diurnal cycle, and the interannual signal. The study suggests that the 

dominant seasonal cycle is mitigated only slightly by ENSO through changes in land-atmosphere 

interactions resulting from slight changes in soil moisture. 

The MJO is linked to ENSO and is known to exhibit a stronger influence in this region. 

The suppressed (dry) phase of the MJO coincides with El Niño while the enhanced (humid) 

phase is associated with La Niña (Sandjon et al, 2012; Pohl et al, 2007). MJO events have been 

suggested to account for anomalies on the order of 20%-50% (Berhane et al., 2015). Berhane et 

al. (2015) also found that positive OLR anomalies led to negative rainfall anomalies over 

equatorial West Africa when the convective envelope of the MJO was centered over the 

maritime continent. They found the opposite to be true (i.e. negative OLR and positive rainfall 

anomalies) when the convective envelope was centered over the western Indian Ocean and 

Africa. The humid phase corresponds to stronger 700 mb easterly flow over the Congo basin and 

northerly moisture flux over southern Africa, inhibiting convection over the Congo basin. The 

dry phase corresponds to weaker 700 mb flow over the Congo basin and southerly moisture flux 

over southern Africa, favoring convection over the Congo basin (Pohl et al., 2007). Conditions 

seen during the suppressed phase correspond to lower pressure over the tropical Indian Ocean 

and a strong high pressure over the Kalahari Desert (Jury and Mpeta, 2009), resulting in 

convection being more widespread in nature (Laing et al., 2011). The enhanced phase inhibits 

more organized, deep convection (Laing et al., 2011). 

SSTs of immediately adjacent oceans are the most dominant forcing mechanisms and are 

influenced by larger SST anomalies, such as ENSO (Balas et al., 2007). Atlantic and Indian 

Ocean SSTs are strongly correlated with rainfall variability over the African continent. This is 

particularly true over CEA where there are seasonal variations in the effects of SSTs on rainfall 

variability in the region (Balas et al., 2007). Roy and Balling (2014) noted the convergence of air 
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masses over the Congo basin during April-May and October-November due to high pressure in 

the eastern Atlantic Ocean (associated with the cool Benguela Current) and low pressure in the 

western Indian Ocean (associated with the warm Mozambique Current). These circulations 

create pressure gradients that are thought to drive the movement of these air masses across the 

continent. A similar inference was reached by Balas et al. (2007) when they found that an 

opposition between Atlantic and Indian Ocean SSTs created east-west displacements of 

convection. Nicholson and Entekhabi (1987) and Sinclaire et al. (2015) suggested that warming 

SSTs in the Atlantic Ocean, particularly along the coast, correspond with eastward propagating 

Kelvin waves along the equator that act to suppress convection over CEA during dry years. They 

deduced that these eastward propagating disturbances account for much of the intraseasonal 

variability of precipitation seen in the Congo basin. Diem et al. (2014) proposed that there may 

be a decrease in precipitation over the Congo rainforest, particularly the western-most portion, 

during the MAM and SON seasons. They suggest rainfall over CEA to be negatively correlated 

with the AMO. 

Unfortunately, SST effects on precipitation variability are still not definitively understood 

across the African continent and are very heterogeneous in nature (Paeth and Hense, 2006). Over 

CEA, a particular SST regime may enhance precipitation one season, but suppress it the next. 

Also, effects seem to be asymmetric in nature, meaning that warm and cold SSTs do not have 

opposing effects (Balas et al., 2007). 

 

1.2.3 Anthropogenic forcing and surface-atmosphere feedbacks 
 

Anthropogenic effects over Africa include deforestation, biomass burning, industrial 

processes, and fossil fuel combustion. However, the main contributors are deforestation and 

biomass burning. Deforestation has the potential to change climate regionally and locally due to 

changes in albedo, evapotranspiration, surface roughness, and soil moisture (Bell et al., 2015). 

Biomass burning is the main source of aerosols (mainly smoke and fine particulates) over the 

Congo basin (Paeth and Feichter, 2006) and has subsequent radiative and cloud microphysical 

effects as well (Lohmann and Feichter, 2005). Together, these two forcing mechanisms exert a 

strong influence on local and regional rainfall variability over CEA. 

Deforestation leads to higher sensible heat and lower latent heat fluxes over the 

deforested regions. These changes in heat flux lead to reduced evapotranspiration and soil 
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moisture on average that feed back on boundary layer processes and ultimately affect 

precipitation. Through modeling flux budgets, Akkermans et al. (2014) suggested that 

deforestation in the Congo basin has led to a net increase in temperature on the order of about 

0.7°C. The modeled temperature increase was attributed to reduced evapotranspiration offset by 

changes in sensible heat flux which decreased moist static energy within the boundary layer 

causing drier convection and reduced precipitation. Increases in surface temperatures and rainfall 

reductions in deforested regions were also seen in an earlier study by Semazzi and Song (2001), 

who used global climate models to simulate large-scale effects of deforestation. However, the 

effects of deforestation are considered by many to be highly regionally dependent (Bell et al., 

2015). The effects seen in one region may not be similar to effects seen in other regions due to 

feedbacks and potential changes in regional circulations. For example, Paeth and Thamm (2007) 

used a regional climate model to demonstrate the potential for deforestation and land degradation 

in CEA to lead to an enhancement of the pressure gradient between the land and ocean. This 

effectively increased moisture flux into the region from the Atlantic Ocean leading to more 

widespread precipitation. However, due to the lack of vegetation and evapotranspiration, there 

was a reduction in convective precipitation versus stratiform. As a result, the simulation 

produced an overall net decrease in precipitation in the region. This study highlighted the 

dynamic nature of land-surface processes and how they may impact large-scale circulation 

patterns. Shem (2006) investigated the effects of different magnitudes of deforestation in the 

Congo basin through numerical simulations and proposed that low deforestation slightly 

enhances rainfall in this region while high deforestation leads to lower rainfall (effects from 

medium deforestation were not discernible). For the case of low deforestation, there was enough 

increased sensible heat flux simulated in the deforested areas to create a pressure gradient 

between them and the rainforests of the Congo basin. This increased moisture flux into the 

deforested regions, producing more widespread stratiform precipitation. Therefore, the scale of 

deforestation in the Congo basin may be an influential factor determining the response 

convection will have to changes in surface-atmosphere interactions resulting from changes in 

precipitation and runoff. In other words, different portions of the Congo basin may potentially 

see dissimilar effects depending on the scale of deforestation occurring at those locations. In 

spite of this, deforestation is a major problem in CEA and is generally considered to have large-

scale effects. It is believed by many to cause a net reduction in annual rainfall due to reduction of 
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moist static energy within the boundary layer leading to drier convection. The changes will be 

particularly apparent during the MAM and SON rainy seasons when rainfall is mainly 

convective in nature. 

Biomass burning is the main source of greenhouse gas (GHG) and aerosol emissions over 

CEA. GHG emissions tend to warm the lower levels of the atmosphere in this region (Paeth and 

Feichter, 2006) due to absorption of outgoing longwave radiation. This yields a slight increase in 

rainfall over CEA (Paeth and Feichter, 2006) as a result of increasing convective available 

potential energy (CAPE). However, the chemical and microphysical effects of aerosol particles 

on precipitation variability are more difficult to quantify because of the complexity of processes 

that are occurring simultaneously (Huang et al., 2009b). The properties of the aerosols change 

rapidly as they disperse which has implications for atmospheric radiative balance (Reid et al., 

2005). Aerosols are shown to induce a cooling effect over CEA which acts to mitigate the 

warming caused by GHG emissions (Paeth and Feichter, 2006) due to the reflection and 

scattering of incoming solar radiation. This is not simply due to the optical properties of the 

smoke particles themselves. These aerosols also act as cloud condensation nuclei (CCN) and 

reduce attenuation of sunlight through clouds (Reid et al., 2005). In principle, enhanced aerosol 

loading over CEA is believed to cause water vapor to diffuse and condense onto more CCN 

effectively diminishing water droplet size which leads to increased scattering of sunlight. This 

subsequently decreases surface net radiation and reduces collision and coalescence within the 

clouds, thereby reducing rainfall. Smaller cloud droplet sizes are also thought to lead to enhanced 

updrafts in convective clouds over the Congo basin. This further supports the reasoning behind 

why this region has the most intense convection in the world while also having less rainfall 

compared to other tropical regions (Zipser et al., 2006). Rainfall reduction via microphysical 

processes is widely hypothesized to be of greater magnitude than the slight increase in rainfall 

produced by GHG emissions. Therefore, the combined effects of GHG and aerosol emissions 

from biomass burning is thought yield a net reduction in rainfall over CEA (Paeth and Feichter, 

2006; Paeth and Thamm, 2007) and exacerbate the decrease seen from deforestation and land 

degradation. 
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1.2.4 Terrain effects and the African Easterly Jet of the Southern Hemisphere 
 

Terrain effects over CEA related to MCSs and rainfall are not well understood and very 

few studies have addressed their impacts in this region specifically. Most studies focus on 

northern tropical Africa and the Sahel due to their link with African easterly waves and Atlantic 

hurricanes. Other studies perform global climatologies of MCSs and do not describe those over 

equatorial Africa in great detail. Much of the rainfall in northern Africa comes from MCSs that 

develop in the lee of high terrain as a result of thermal forcing by elevated heat sources (Laing et 

al., 2008). This same mechanism has also been hypothesized to be occurring over CEA as 

easterly flow crosses the East Africa Highlands into the Congo basin. Prior OLR analyses have 

shown that 5-6 day (boreal spring) and 3-4 day (boreal autumn) oscillations of strong convection 

over CEA dominate the intraseasonal variability (Nguyen and Duvel, 2008). These systems 

generally propagate in a west-southwestward fashion across the Congo basin, strengthening as 

they do so, and tend to dissipate once they near the Atlantic coast. The periodic nature of intense 

MCSs over CEA is thought to be related to the recovery period needed for low-level CAPE to 

rebuild following strong convective episodes. This re-establishment of CAPE will allow for 

more strengthening of developing MCSs that are initiated by thermally-induced gravity waves in 

the lee of the East Africa Highlands (Nguyen and Duvel, 2008). There are smaller MCSs that 

occur within the cycle of major episodes, but they do not appear to display similar strengthening. 

Another feature that is not well-documented is the African Easterly Jet of the southern 

hemisphere (AEJ-S). This jet exists near the 650 mb level and generally lies between 5°S and 

10°S latitude along the Atlantic coast. It is most evident during the boreal autumn months and is 

absent the rest of the year (Jackson et al., 2009). Low-level shear and strong moisture advection 

at the lower levels are widely believed to be essential components for intense convection (Zipser 

et al., 2006). Therefore, the seasonal dependence and existence of this jet is important because it 

may have the potential to alter the shear environment over southern tropical Africa, effectively 

modifying the stability of the region (Grist and Nicholson, 2001; Jackson et al., 2009). 

Additionally, this jet may also have impacts on the strength and propagation of MCSs across the 

Congo basin and these impacts are of great importance. Understanding MCS propagation will 

lead to improvements in prediction of rainfall and runoff. As a result, better parameterization 

schemes in regional and global models which will assist in evaluating the role of CEA in the 

global hydrologic cycle and heat budget (Laing et al., 1999). 
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1.3 Objectives 
 

Prior studies have analyzed MCS activity in CEA over shorter time spans and much of 

the literature does not address the differences between the rainy seasons. As such, the goal of this 

study will be to identify, track, and create climatologies of MCSs for the MAM and SON rainy 

seasons spanning the period 1983-2015. Long-term trends and seasonal differences in the 

occurrences and characteristics of these systems (e.g. speed, duration, heading, etc.) will receive 

great attention. Any trends and disparities will be analyzed with reanalysis data and explanations 

will be proposed. The role of the AEJ-S is also of particular interest due to its potential to 

influence the stability profile of the region and subsequently the initiation and propagation of 

MCSs. These systems have important implications in regional rainfall variability across several 

temporal and spatial scales. Understanding them is of great importance because CEA not only 

modifies its environment locally and regionally, but also affects synoptic-scale weather patterns, 

such as Rossby wave development downstream over the Indian Ocean (Semazzi and Song, 

2001). This is crucial for improving the predictability of global and regional climate models as 

they pertain to precipitation and runoff. 
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CHAPTER 2 
 

DATA AND METHODS  
 
 

2.1 Data 
 
 In order to track MCSs to analyze their propagation characteristics during the MAM and 

SON rainy seasons, National Oceanic and Atmospheric Administration (NOAA) National 

�&�O�L�P�D�W�L�F���'�D�W�D���&�H�Q�W�H�U�¶�V�����1�&�'�&�����*�U�L�G�G�H�G���6�D�W�H�O�O�L�W�H�����*�U�L�G�6�D�W-B1) 3-hourly data was utilized. 

GridSat-B1 is on a 0.07 degree equal-�D�Q�J�O�H���J�U�L�G�����7�K�H�����������P���L�Q�I�U�D�U�H�G���Z�L�Q�G�R�Z���I�U�R�P���W�K�H���&�O�L�P�D�W�H��

Data Record (IRWIN_CDR) was used to locate minimum CTTs associated with the MCSs. Due 

to strong surface-atmosphere interactions over equatorial Africa and their ability to affect 

mesoscale processes that can feed back on large-�V�F�D�O�H���F�L�U�F�X�O�D�W�L�R�Q�V�����1�2�$�$�¶�V���1�D�W�L�R�Q�D�O���&�H�Q�W�H�U�V���I�R�U��

Environmental Prediction (NCEP) Climate Forecast System Reanalysis (CFSR) was used for 

analysis of results as they relate to meteorological fields. Variables such as equivalent potential 

temperature (EPT), vertical shear, winds, potential vorticity (PV), and others will be used to 

evaluate their potential relationships with MCS activity and propagation over CEA. Note that 

reanalysis data consists of interpolated variables and interpretations using this data must be made 

with caution. However, with the lack of meteorological observations over Africa, particularly in 

the Congo basin, reanalysis data can still provide useful information that can potentially provide 

some explanation for convective variability in this region of the world. 

 

2.2 Methods 
 

The definition of an MCC was originally given by Maddox (1980) and has the following 

characteristics: 

 

�x Cloud shield with -�ï�î�£�������d�d�����Œ�������H���í�ì�ì�U�ì�ì�ì���l�u2 

�x Interior cloud shield with -�ñ�î�£�������d�d�����Œ�������H���ñ�ì�U�ì�ì�ì���l�u2 

�x ���µ�Œ���š�]�}�v���H���ò���Z�}�µ�Œ�• 

�x ���������v�š�Œ�]���]�š�Ç���~�u�]�v�}�Œ�l�u���i�}�Œ�����Æ�]�•�•���H���ì�X�ó�����š���u���Æ�]�u�µ�u���•�]�Ì�� 
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 Successive studies have used similar criteria for identifying, classifying, and tracking 

MCSs. However, in many cases the criteria and thresholding are changed slightly. For example, 

Laing and Fritsch (1993b) tracked MCCs over the African continent over the years 1986 to 

1987. Their study used the -33°C and -54°C cloud shields while staying consistent with Maddox 

(1980) for eccentricity, size, and duration criteria. Evans and Shemo (1996), using a modified 

definition from Maddox (1980), classified MCSs over the Florida peninsula into several types. 

�)�R�U���W�K�D�W���V�W�X�G�\�����W�K�H���V�L�]�H���F�U�L�W�H�U�L�R�Q���Z�D�V���U�H�V�W�U�L�F�W�H�G���W�R���E�H���•�����������������N�P2 for the -54°C CTT contour 

and eccentricity and duration were used to designate the different classifications. Hodges and 

Thorncroft (1997) identified MCSs over Africa (mainly over northern tropical Africa and the 

Sahel) using the -15°C CTT contour. The warmer temperature contour was used due to the 

smoothing they applied to the satellite data. However, only diurnal and seasonal cycles were of 

interest in this study and no long-term climatologies were produced. Additional research over the 

Sahel by Laurent et al. (1998) used the -40°C and -�����ƒ�&���&�7�7���F�R�Q�W�R�X�U�V���Z�L�W�K���W�K�U�H�V�K�R�O�G���D�U�H�D�V���R�I���•��

80,000 km2 �D�Q�G���•�����������������N�P2, respectively. Similar to Evans and Shemo (1996), eccentricity and 

duration were used to classify MCSs into different types. Here, since all types MCSs are of 

concern and since a significantly longer period of time is being considered, a much simpler 

approach was taken. 

 

2.2.1 MCS identification criteria 
 
 MCS identification criteria used for this study matches that of Garcia et al. (2003), who 

used an adapted form of the Maximized Spatial Correlation Tracking Technique (MASCOTTE) 

from Carvalho and Jones (2001), to identify MCSs over the Mediterranean Sea. Note that the 

MASCOTTE was not used here to identify MCSs, only the criteria from this study were 

employed. MCSs were identified as systems having a -48°C CTT contour area �• 10,000 km2 and 

having a length scale < 1,000 km. The duration of the systems identified had to be �• 6 hours (two 

time steps), consistent with prior studies. 

 The temperature threshold was chosen after sifting through a multitude of time steps from 

GridSat-B1 data that showed convection oriented in very disorganized ways, so as to cover as 

many scenarios as possible. Initially, the -35°C CTT contour was chosen as it is very popular 

among the literature related to MCSs in the tropics. However, due to the large scale nature of 

convection over CEA, this contour seemed to connect many systems that appeared to be 
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independent through visual inspection. For example, there were many cases where there existed 

small vein-like structures (unrelated to squall lines) connecting larger regions of organized 

convection at that temperature. These structures would make it more difficult for the algorithm 

used here (discussed in section 2.2.2) to identify MCSs. Therefore, after trial and error along 

with careful visual inspection of several scenarios, -48°C appeared to better represent areas of 

independent, organized convection. Additionally, due to the enhanced nature of updrafts 

associated with convection over CEA, this further supported the decision to use this CTT 

contour. It should be noted that the choice of the colder contour through visual inspection is very 

subjective and there is the potential that another contour may better identify MCSs in this region 

of the tropics. 

 The area threshold of �•��10,000 km2 was chosen because storms with a length scale 

smaller than 100 km tend to be more isolated in nature and disorganized. The upper threshold of 

1000 km was chosen for the opposite reason. Systems, or collections of systems, that reach this 

size are considered to be synoptic scale and not of interest in this analysis due to their potential 

effects on large scale circulation patterns and subsequent feedbacks on propagation of systems. 

Additional thresholds were used for identification, but they are related to the algorithms used to 

locate CTT minimums and track MCSs and will be discussed in section 2.2.3. 

 

2.2.2 Locating minimum cloud top temperatures 
 
 The first step toward identifying MCSs was to first identify CTT minimums within the 

domain spanning 5°N�±10°S latitude and 5°E�±35°E longitude. In order to locate these minimums 

in the GridSat-B1 data, a modified tracking algorithm written in the Grid Analysis and Display 

System (GrADS) Version 2.1.a2.oga.1 scripting language was utilized. The original algorithm 

comes from McKenzie and Hart (2016), who used it to identify minimum sea level pressure to 

track Atlantic tropical cyclones. 

 The GridSat-B1 data was smoothed in an attempt to eliminate the potential for 

identification of small scale, isolated convection. This was done by interpolating IRWIN_CDR 

to 1° resolution. The method for finding the minimums consisted of shifting a box throughout the 

entire domain and locating the CTT minimum after each shift of the box (Figure 2.1). Any 

duplicate latitude/longitude coordinates were then removed from the data. This was done for 

each 3-hourly time step for the MAM and SON seasons spanning the period 1983-2015. 
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 The target domain was first expanded by 5° on each side so that any values that may have 

lied on the boundary of the target domain would be captured. Next, a 6° x 6° box was shifted 

throughout the parent domain while calculating the coordinates of the minimum CTT within 

each shifted box. Each newly shifted box overlapped the previous box by 3° to ensure no 

minimums fell on the edge of the box. It was found that the box size generally captures 

convection of similar size (Hart, 2003). Through trial and error, it was determined that the 6° x 

6° box best captured CTT minimums, particularly when there were large size distributions and 

great variability in the organization of convection within the domain. Once the box was finished 

shifting through the extended domain, only unique values for minimum CTT and their 

latitude/longitude coordinates were stored. Duplicate values and coordinates within the target 

domain were removed and values that lied outside the target domain were masked out and not 

Figure 2.1: Representation of the first step in MCS identification where a box is shifted 
throughout the domain capturing a new minimum CTT with each shift. The blue box represents 
the domain of interest for this study. The solid red box with the red dot at its center indicates the 

starting position of the box that will be shifted. The red dashed boxes represent shifts in the 
position of the solid red box. 
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considered (Figure 2.2). The algorithm then moved on to the next time step and the process was 

repeated for all time steps spanning the 33-year period. 

 

 

 

2.2.3 Filtering minimum CTTs 
 
 Although smoothing the data was able to eliminate some CTT minimums associated with 

small scale convection, additional filtering was required to ensure minimums found were 

�D�V�V�R�F�L�D�W�H�G���Z�L�W�K���S�R�W�H�Q�W�L�D�O���0�&�6�V�����7�K�H���W�H�U�P�L�Q�R�O�R�J�\���³�S�R�W�H�Q�W�L�D�O�´���Z�L�O�O���E�H���X�V�H�G���J�R�L�Q�J���I�R�U�Z�D�U�G���X�Q�W�L�O��

the 6-hour duration criterion is applied in the final step of the identification process (section 

2.2.5). 

 To accomplish this, the coordinates of the minimums identified in the previous section 

were first introduced into the original, non-smoothed GridSat-B1 data set. This was necessary 

because the smoothed GridSat-B1 data was too coarse to do an accurate area calculation of the -

48°C contour. It should also be noted that using smoothed coordinates, in many cases, better 

Figure 2.2: Sample result of the first step of MCS identification involving smoothing GridSat-
B1 data, locating minimum CTTs, and eliminating duplicates and values the outside the domain. 
The dashed box represents the domain of interest. The Xs represent locations of minimum CTTs. 
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�F�H�Q�W�H�U�H�G���W�K�H���&�7�7���P�L�Q�L�P�X�P���O�R�F�D�W�L�R�Q���R�Q�W�R���W�K�H���³�E�O�R�E�V�´���R�I���F�R�Q�Y�H�F�W�L�R�Q�����+�R�Z�H�Y�H�U�����W�K�L�V���Z�D�V���Q�R�W���W�Ke 

case for every minimum. Therefore, many minimums fell on the edges of organized areas of 

convection. 

 Next, using the coordinates of the minimums as the center points, concentric circles were 

drawn to determine the sizes of areas convection at each time step, similar to McKenzie and Hart 

(2016) who used this technique to determine the size of tropical cyclones. This was done using 

great circle distance (i.e. distance on a sphere) for the radius calculation. Each circle was drawn 

in succession starting at 40 km in radius (80 km in diameter) and continuing to grow by 

increments of 20 km, as long as the 10,000 km2 area criterion was met. Note that this is slightly 

smaller than the length scale of 100 km mentioned previously. The reason for starting at a 

slightly lower length scale of 80 km was due to the size distribution of convection and the 

possibility for the CTT minimums to be associated with small scale convection immediately 

adjacent to larger regions of convection. For example, if the minimum was associated with an 

isolated convective cell adjacent to (not associated with) an MCS-sized system, then the 

algorithm might consider the small scale feature to be associated with the larger feature and 

misidentify it as a potential MCS. Smaller radii were not used because very few minimums 

�D�V�V�R�F�L�D�W�H�G���Z�L�W�K���F�R�Q�Y�H�F�W�L�R�Q���V�P�D�O�O�H�U���W�K�D�Q���������N�P���L�Q���G�L�D�P�H�W�H�U���Z�H�U�H���I�R�X�Q�G�����Q�R�W���V�X�J�J�H�V�W�L�Q�J���W�K�H�\���G�R�Q�¶�W��

exist) due to the smoothing applied in the first step. Additionally, if the percent change in the 

area within this contour increased by less than 2%, then the process would end. The small radius 

combined with the percent area growth threshold eliminated most remaining small scale features 

that were found when locating CTT minimums in section 2.2.2. 

 Once small scale convection was eliminated, the minimum requirements identifying 

MCS-sized systems were applied. A potential MCS must have an area of at least 10,000 km2 

where CTTs are �”��-48°C that lies within a circle with radius 80 km (i.e. the area within the -48°C 

contour must cover roughly half of the area of the circle). Note that a circle with a radius of 60 

km has an area of 11,310 km2, very close to the 10,000 km2 threshold needed to be of the proper 

size. After some trial and error using time steps where there were large size distributions of 

organized convection, it was decided that circles with 60 km radii were not capturing all systems 

meeting the size requirement. This was due to the occurrence of several CTT minimums being 

located near the edges of systems and the area within the -48°C contour not covering the area of 

the circle adequately. It was found that 80 km radius circles with almost half of their areas 
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covered by CTTs �” -48°C accounted for this possibility and better captured systems of suitable 

size. If this criterion was met, then the algorithm would continue to expand the circle around 

each minimum, recalculating the area below the threshold CTT contour within the circle each 

time. If the area of this contour increased by < 2% from the previous radius extension, while 

meeting all previously mentioned size requirements, then the system was deemed to be a 

potential MCS. As the circles progressed in size, if the percent growth of the contour within a 

new circle exceeded that of the previous growth, then the system was also deemed to be a 

potential MCS. This created less likelihood for inclusion of adjacent systems that would produce 

a high bias for radius calculations. An example of this process is shown in Figure 2.3. 

 

 

 

 An upper threshold was applied to eliminate the possibility of convection developing into 

a synoptic scale feature. If the radius of the circle reached 500 km (1000 km in diameter), then 

the system was no longer deemed to be a mesoscale feature and was eliminated. Such a system 

Figure 2.3: Sample area calculation from the second step in MCS identification. The dashed box 
represents the domain of interest. The value labeling the circle indicates the radius of the system 

(km). 
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has the potential to affect circulation patterns on a large scale due to the effects of latent heating 

and is beyond the scope of this study. 

 

2.2.4 Connecting minimum CTTs through time 
 
 In order to track the locations of potential MCSs, a tracking algorithm developed by Hart 

(2003) was used. The algorithm was written in FORTRAN 90 and modified to track CTT 

minimums instead of minimum sea level pressure. Since MCSs over CEA have been well 

documented to propagate westward, the algorithm was given a set of constraints for where and 

how far to look while connecting coordinates of potential MCSs over time. Looking westward, it 

was decided that a distance of 250 km was suitable for an upper constraint on westward 

movement of MCSs over this region. This allowed for the possibility of rapidly propagating 

squall lines to be tracked and not counted as separate events in time. Looking eastward, since 

there has been little eastward propagation of MCSs observed in the past, it was decided that the 

eastward constraint be only 125 km to allow for the possibility of weakly eastward propagating 

systems. The eastward and westward constraints created an oval-like search region around each 

CTT minimum location, which allowed for the possibility to track systems that propagated 

northward and southward as well. 

 The algorithm started at the first time step in the data set and created a track file for each 

the initial and succeeding time step. Next, coordinates in the initial time step were matched to 

coordinates in the successive time step using the search distance constraints. Coordinates that 

were closest in distance to coordinates from the previous time step, but within the constraints, 

were determined to be of the same system. If coordinates in the initial track file were not 

matched to any successive coordinates, then the MCS would expire. Conversely, coordinates that 

were not matched in the succeeding track file would be considered points of initiation for new 

MCSs. The algorithm then shifted forward in time and the old successive time step became the 

new initial time step and the process was repeated so that additional coordinates could be 

connected through time. Figure 2.4 provides an example case from the output created by this 

process. The algorithm continued to loop through the data set in this fashion while recording the 

following information for each time step: 
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�x Number of the MCS that was initiated 

�x Time step number (MCS-relative) 

�x Date and time 

�x Latitude/longitude coordinate 

�x Minimum CTT 

�x Radius of the system 

�x Area of the -48°C CTT contour 

�x Percent change in area of the CTT contour from the preceding time step 

�x Percentage of the circle covered by the CTT contour area 

 

 

 

Figure 2.4: Example of an MCS from September 25-26, 2000 showing the third step of MCS 
identification and how the algorithm tracks minimum CTTs across time. Yellow represents 

convection at the time of initiation, orange convection at the median time step, and red 
convection at the time of dissipation. The blue arrow represents the direction of propagation. 
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 Note that the possibility of missing data allows for potentially more MCS tracks. 

Additionally, the number of tracks is affected by the gaps of missing time values between the 

seasons. Since the data set has only values from the MAM and SON seasons, MCSs that start or 

end on the first and last days of the seasons will either be shortened or not included entirely due 

to the time criterion. However, with several hundreds of MCSs within the domain each season 

annually, the effects of the time gaps and potential missing data are considered negligible. 

 

2.2.5 Applying the duration criterion to identify MCSs 
 
 The final step in the MCS identification process is to apply the 6-hour duration criterion 

and eliminate all convective clusters that last for a single time step. To achieve this, MATLAB 

was used to break down the data set produced by the tracking algorithm in the previous section. 

Additionally, variables of particular interest were calculated for each event and include the 

following: displacement (km), duration (hours), speed (m s-1), heading (degrees), minimum CTT 

(°C) achieved, and maximum -48°C contour area (km2) achieved. 

 In order to obtain the minimum CTT and maximum area/size for each event, the data had 

to be filtered three times for each variable due to several occurrences of duplicated values. This 

filtering process eliminated the possibility for values to be counted multiple times and causing 

errors in the total counts. For CTT minimums, the minimum value for each event was 

determined first. If there were duplicates, then the duplicated values were filtered by largest area, 

next by largest radius, and finally by the largest percent change in CTT contour area. Similarly, 

once the maximum size for each system was determined, then any duplicates would be filtered 

first by largest radius, then by minimum CTT, and finally by largest percent change in CTT 

contour area. The order of the filtering was chosen by how well correlated the first variable was 

with each successive variable (i.e. filtering by descending correlation, taking into account the 

negative sign for CTTs since larger negative values generally indicate greater system intensity). 

The caveat is since CTT minimums are not perfectly correlated with contour area, the values 

chos�H�Q���P�D�\���E�H���I�U�R�P���G�L�I�I�H�U�H�Q�W���W�L�P�H���V�W�H�S�V���W�K�U�R�X�J�K�R�X�W���W�K�H���V�\�V�W�H�P�V�¶���O�L�I�H�W�L�P�H�V�����+�R�Z�H�Y�H�U�����W�K�L�V���L�V���R�I��

no consequence since we are only concerned with the maximum magnitudes of CTT and contour 

area that the MCSs are achieving, independent of their duration or time stamp. Displacements 

and headings were calculated using the latitude/longitude coordinates at the times of initiation 

and dissipation of events. Latitudinal and longitudinal displacements used for determining 
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headings were calculated using the great circle distance formula. Displacement was calculated 

instead of total path length due to the 1° spatial resolution of the latitude and longitude values 

�F�D�X�V�L�Q�J���G�H�Y�L�D�W�L�R�Q�V���L�Q���W�K�H���V�\�V�W�H�P�V�¶���W�U�D�F�N�V�����+�H�D�G�L�Q�J�V���Z�H�U�H���F�R�Q�Y�H�U�W�H�G���W�R���P�H�W�H�R�U�R�O�R�J�L�F�D�O���G�H�J�U�H�H�V��

(i.e. 0°/360° = north, 90° = east, 180° = south, and 270° = west). The number of time steps for 

each event was simply multiplied by three to achieve the duration, since the data is 3-hourly. 

Finally, the displacements and durations were used to calculate the speeds of the systems. 

 

2.2.6 Regional climatologies and seasonal differences 
 
 Once the variables were calculated for each MCS, the events were separated by region 

based on the latitudinal components of the locations at which they were initiated. Region 1 spans 

from 1°N�±5°N, Region 2 from 0°�±5°S, Region 3 from 6°S�±10°S, and Region 4 from 11°S�±15°S 

latitude. Figure 2.5 depicts these distinctions along with regional topography. 

 

Figure 2.5: Topography (brown shading with contours) and regions (black boxes) defined for the domain 
of interest. 
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 All statistical parameters were calculated using MATLAB. For each region, seven time 

series were plotted for annual and seasonal data. These plots consisted of the six variables listed 

in the previous section as well as the average total numbers of MCSs. Best-fit lines were plotted 

for each time series and r-squared values were calculated to determine how well linear models 

predicted variability in the data. 

 A few variables had positively skewed distributions (displacement, duration, heading, 

and -48°C contour area) after pre-emptively plotting histograms of each. Additionally, there was 

a lot of noise in the distribution for MCS speeds. Only minimum CTTs had a normal distribution. 

Therefore, due to the large variability among the distributions of the variables, bootstrapping was 

applied so that the seasonal data could be compared appropriately. 

 Bootstrapping starts by randomly sampling the population of MCSs for a variable in a 

given season spanning the period 1983-2015. The number of random samples corresponds to that 

sea�V�R�Q�¶�V total MCS count for the 33-year span. The average of these random samples is taken 

and this process is repeated for 104 iterations. This provides a new, normally distributed 

population of sample means for the variable of interest. The mean of this new distribution will 

hover around the true mean of the data. This technique was applied to all variables for each rainy 

season in all four regions. Due to the large number of iterations, it would be expected that these 

distributions would approach Gaussian, thereby satisfying the Central Limit Theorem, which was 

the case. This allowed for the direct comparison of the seasons by calculating the 95% and 99% 

confidence intervals (CI) and determining whether or not those intervals overlapped with their 

compliments. If CI compliments overlapped, it meant that there was no guarantee that a 

randomly sampled MCS from that season would have a different value for a given variable than 

that of a randomly sampled MCS from the other season. Thus, the null hypothesis that there is no 

difference between seasonal means must be accepted at that CI. Conversely, if corresponding CIs 

did not overlap, then it could be deduced that the seasonal means would be significantly different 

at that particular level of confidence (i.e. the null hypothesis would be rejected). Note that the 

rejection or acceptance of the null does not allude to why differences between the seasons exist 

or do not exist, respectively. It is simply a conditional statement. Explanations for statistically 

significant differences will need to be addressed in other ways, in this case through analysis of 

meteorological fields. 
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 In order to determine statistical significance of differences between MCS counts of the 

MAM and SON seasons for all regions, z-tests were performed. The z-test was used since there 

were more than 30 years of data and the distributions approached Gaussian for both seasons, 

satisfying the Central Limit Theorem. The null hypothesis was only rejected if the z-score 

reached the 95% confidence level or greater, similar to what was done for the other variables 

above. Note that the z-test is also conditional statement only. As mentioned above, if there are 

differences between the means of two samples, it does not allude to why those differences exist. 

More analysis is necessary to determine reasoning. 

 Once the statistical analysis was performed, seasonal similarities and differences were 

analyzed mainly using climatologies of EPT, low-level vertical wind shear, low and mid-level 

wind fields, and upper-level PV, among others. Using GrADS, the climatologies were created for 

each month within the MAM and SON seasons. Density plots of MCS initiation for each month 

were also generated to show the total number of MCSs originating at each latitude/longitude 

coordinate spanning the 1983-2015 time period. The density plots allowed for the identification 

�R�I���³�K�R�W���V�S�R�W�V�´���R�I���D�F�W�L�Y�L�W�\�����G�L�I�I�H�U�H�Q�F�H�V���L�Q���R�U�L�H�Q�W�D�W�L�R�Q�V���R�I���D�U�H�D�V���R�I���J�U�H�D�W�H�V�W���D�F�W�L�Y�L�W�\�����D�Q�G��

visualization of intra-seasonal changes. Note that no statistical correlations with meteorological 

fields will be made. Only visual analyses and interpretations will be done. 
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CHAPTER 3 
 

RESULTS AND DISCUSSION 
 
 

3.1 Results 
 
 In this chapter, the annual trends and seasonal differences of MCS totals will be 

discussed first as well as any statistically significant differences between the seasons. Next, their 

propagation and characteristics will be discussed for each region independently. The trends will 

be examined on annual and seasonal bases. Differences between the seasons and the statistical 

significance of these differences will also be discussed for each variable. Additionally, any 

magnitude or statistical values that are mentioned will come from the Tables A.1 and A.2 in 

Appendix A. Finally, potential explanations for observed trends and seasonal and regional 

differences will be discussed using several meteorological fields, as previously described. 

 

3.1.1 Regional climatologies of MCS totals 
 
 Figure 3.1 depicts time series for MCS counts for all four regions of the domain based on 

locations of initiation. Regions 1 and 2 dominate the total count for the domain. Region 2 totals 

are positively biased relative to the other regions due to the inclusion of MCSs that develop 

along the equator. In other words, Region 1 spans 5° of latitude whereas Region 2 spans 6° of 

latitude, as explained in section 2.2.6. The number of annual MCSs drops significantly for 

Regions 3 and 4, indicative of the unimodal distribution of convective activity further south in 

the domain. With regard to the long term, there are very weak trends associated with counts for 

Regions 1, 3, and 4. Only Region 2 shows a slightly positive trend. Trend lines (black dashed 

lines) for all regions have relatively weak r-squared values, indicating that their respective linear 

models do not predict the variance in the data very well. 

 The seasonal time series are given in Figure 3.2. Note the weak trends for Regions 1, 3, 

and 4, similar to the annual time series above. For Region 2, the MAM season shows a slightly 

positive trend relative to its SON counterpart. However, due to the amount of variance in the data 

and the inability to predict that variance, given the low r-squared value, it cannot be said for 

certain if there is in fact a long-term upward trend for MAM. The only thing that can be 

determined is whether or not there are statistically significant differences between the means of 
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the seasons for each region. The z-scores for Regions 1 and 2 show that there are differences 

between the means of MCS occurrence with 99% confidence. For Regions 3 and 4, however, 

significance cannot be determined at the 95% CI, indicating that there are no differences between 

seasonal means. Therefore, the null hypothesis is accepted for those two regions. This indicates 

that there is greater uniformity in occurrences of MCSs in Regions 3 and 4 during those two 

seasons annually. 

 

3.1.2 Region 1 
 
 Figure 3.3 shows the overall annual climatologies of all variables for Region 1 

(displacement, duration, speed, heading, minimum CTT achieved, and maximum area achieved). 

There is not much long-term change among the variables, with the exception of the average 

Figure 3.1: Regions 1-4 time series of total annual MCS counts observed (green lines) spanning the 
period 1983-2015. Dashed lines represent best-fit lines and their equations and r-squared values are 

provided. 
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minimum CTT. This means that the averages for displacement, duration, speed, angle of 

propagation, and the size of the systems remain fairly constant on average from year to year, 

emphasizing the consistency of events observed near and just north of the equator. MCSs in this 

region travel west-southwestward to southwestward having average displacements of about 250 

km and lasting around 9.5 hours while traveling at an average speed just under 7 m s-1. 

Additionally, the minimum CTT and maximum areas that are achieved average -68.1°C and 

roughly 105,000 km2, respectively. Notice the very small r-squared values for these variables as 

well, indicating that the trend lines do not predict the overall variance of the variables well. In 

contrast, the r-squared value for the minimum CTTs is much higher, relatively speaking, 

compared to the other variables. Its respective equation predicts around 30% of the total variance 

in the data. This information is important because once the seasons are independently analyzed it 

will give insight into how much each season contributes to the total interannual variability. 

 

Figure 3.2: Regions 1-4 time series of annual MCS counts observed for MAM (red) and SON (blue) 
rainy seasons spanning the period 1983-2015. Dashed lines represent best-fit lines and their equations and 

r-squared values are provided and colored according to their corresponding season. 
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 Although MCS characteristics show little overall change, annually speaking, seasonal 

contrasts are quite pronounced (Figure 3.4). The average displacement, duration, and speed of 

MCSs in this region appear to have slight positive trends for the MAM season while the SON 

season has weakly negative, nearly non-existent, trends. These three variables also tend to be 

larger in magnitude during MAM and the differences between the seasons seem to be growing 

with time. MAM exhibits a larger southward component to its average propagation direction, but 

both are seasons still maintain west-southwestward propagation overall. There is nearly no 

change in their propagations over time. The largest disparities in magnitude are seen with the 

average minimum CTTs and maximum areas achieved by the systems. MAM exhibits colder 

CTTs (5°C colder than SON) and larger sizes on average (1.4 times the area of SON systems). 

Weak r-squared values are prevalent among all variables for Region 1, with the exception of 

MAM minimum CTTs (r2 = 0.4), indicating high interannual variabilities for both seasons. 

Additionally, MAM average minimum CTTs show a relatively pronounced downward trend 

compared to SON. Nearly all differences between the seasons are statistically significant with a 

99% level of confidence, except for the average heading, which is significant only with only 

Figure 3.3: Region 1 time series of total annual averages for variables describing characteristics of MCSs 
(green lines) spanning the period 1983-2015. Dashed lines represent best-fit lines and their equations and 

r-squared values are provided. 
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95% confidence (Table A.2). This comes as no surprise given the magnitudes of differences 

between the averages coupled with large sample sizes.  

 

 

 

3.1.3 Region 2 
 

Annually speaking, displacements, durations, and speeds of MCSs show little to no 

discernible change on average in Region 2 (Figure 3.5), similar to Region 1. However, their 

magnitudes seem to be slightly lower south of the equator compared to their northern 

counterparts with an average displacement of around 135 km and a speed generally hovering 

around 6.5 m s-1. The average heading is nearly due west at 267° and no distinct long-term trends 

are evident. Minimum CTT averages have been trending downward since 1983 and they average 

to be around -68°C according to the data, similar to what is seen in Region 1. There is no marked 

trend in the area of the -48°C contour area and overall average sizes of the systems are only 

slightly less than those in Region 1, on the order of 5,000 km2. 

 

Figure 3.4: Region 1 time series of annual averages for variables describing characteristics of MCSs for 
MAM (red) and SON (blue) rainy seasons spanning the period 1983-2015. Dashed lines represent best-fit 
lines and their equations and r-squared values are provided and colored according to their corresponding 

season. 
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The differences between the MAM and SON seasons are not as prominent as those in 

Region 1 for the average displacement, duration, and speed of MCSs. Their trends are also fairly 

constant over time, except for duration which seems to be slightly increasing on average for both 

seasons (Figure 3.6). The lack of distinguishable differences is reinforced by the acceptance of 

the null hypothesis for all three of these variables, underscoring the consistency of MCS 

longevity and speed over this region. There are no pronounced long-term trends for either season 

with respect to propagation direction although there are differences in the angle of propagation 

between the MAM and SON. MAM MCS propagation is slightly south of due west (259°) while 

SON propagation is slightly north of due west (276°). For each season, the average minimum 

CTT seems to be increasing in magnitude (negative slope) over time. The areal averages have 

slight negative trends as well. The differences between average heading, minimum CTT, and 

maximum area are not as prominent in Region 2 as in Region 1, particularly for minimum CTT 

and maximum area. However, the differences between MAM and SON are still statistically 

significant at the 99% CI for these three variables. 

 

Figure 3.5: Region 2 time series of total annual averages for variables describing characteristics of MCSs 
(green lines) spanning the period 1983-2015. Dashed lines represent best-fit lines and their equations and 

r-squared values are provided. 
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3.1.4 Region 3 
 

This region shows weak, nearly non-existent, long-term annual trends for all variables 

and smaller average magnitudes than those in Regions 1 and 2, the exception again being the 

average minimum CTT (Figure 3.7). The general heading of these systems is slightly north of 

due west (275°) and they have an average displacement of around 225 km with a speed of 6.5 m 

s-1 and duration of 9 hours. The overall average minimum CTT is trending more negative 

(colder) and they average to be nearly 1° warmer than minimums in Regions 1 and 2. 

Furthermore, the average size of these systems is nearly 8,000 km2 smaller than those in Region 

2 and nearly 13,000 km2 smaller than MCSs in Region 1. Region 3 is also characterized by larger 

interannual variability compared to the first two regions. 

The variability is quite striking for both seasons for all variables. Also, there are very 

weak, in most cases absent, long-term trends, with the exception of minimum CTTs (Figure 3.8). 

In terms of differences in magnitudes for displacement, duration, and speed, Region 3 is the 

inverse of Region 1 with SON having larger magnitudes than MAM. This is to be expected due 

Figure 3.6: Region 2 time series of annual averages for variables describing characteristics of MCSs for 
MAM (red) and SON (blue) rainy seasons spanning the period 1983-2015. Dashed lines represent best-fit 
lines and their equations and r-squared values are provided and colored according to their corresponding 

season. 
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to the increased insolation during the SON season in this portion of the domain. The MAM 

average heading is slightly south of due west while the average SON heading is slightly north of 

due west. Average minimum CTTs are very similar (0.3° difference). SON average MCS area is 

nearly 8,000 km2 larger than MAM. The differences between seasonal means are all statistically 

significant with a 99% CI with the exception of average CTT minimums. 

 

3.1.5 Region 4 
 
Annually speaking, there are no long-term trends associated with any of the variables, except for 

average minimum CTT which has a negative trend (Figure 3.9). The interannual variability 

within the data is greater than that seen in Region 3 for the average heading. However, that is not 

the case for displacement. The variability appears drop a bit for displacement, indicating that 

there is less interannual variability. Compared to the magnitudes of all other regions, variables in 

Region 4 are noticeably smaller in magnitude. On average, Region 4 MCSs are displaced only 

178 km in a west-northwestward direction from its location of origin and travel at a speed of 

around 6 m s-1 for about 8 hours. The lower displacements and durations are indicative of more 

Figure 3.7: Region 3 time series of total annual averages for variables describing characteristics of MCSs 
(green lines) spanning the period 1983-2015. Dashed lines represent best-fit lines and their equations and 

r-squared values are provided. 
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localized convection in this region. Minimum CTTs are roughly 2° warmer on average and the 

area of the -48°C contour is nearly 17,000 km2 smaller than the average area in Region 3. 

 As suggested above, the amount of interannual variability in the average displacement of 

MCSs for each season is relatively small compared to the other regions (Figure 3.10). This is 

exemplified by the small difference of only about 12 km being statistically significant at the 95% 

CI. This is not the case for duration where there is no statistically significant difference between 

MAM and SON. Much of the overall variability in average MCS speed is contributed by the 

MAM season. The trend line is positive for MAM, but the variability is such that this is an 

unreliable model, as evidenced by a small r-squared value. Although there is only a 0.2 m s-1 

difference between the means for speed, this too was shown to be significant with 95% 

confidence. Most of the overall interannual variability in the average direction of propagation is 

also caused by the MAM season. The best-fit line for this season again shows a positive trend, 

but the extreme amount of variability forces the trend line to not be a reliable predictor, which is 

supported by a weak r-squared value. The average MCS heading during SON is clearly more 

Figure 3.8: Region 3 time series of annual averages for variables describing characteristics of MCSs for 
MAM (red) and SON (blue) rainy seasons spanning the period 1983-2015. Dashed lines represent best-fit 
lines and their equations and r-squared values are provided and colored according to their corresponding 

season. 



33 

 

 

northwestward than during MAM and those differences are statistically significant with 99% 

confidence. Contrary to the other regions where negative trends in average minimum CTT were 

evident for both seasons, Region 4 shows this to be true only for SON. The difference between 

the means for minimum CTTs are also significant with a 99% CI. Long-term trends of average -

48°C contour area are absent for both MAM and SON. With a difference of only about 4,500 

km2, the seasons were shown to be statistically significantly different with a 95% level of 

confidence. 

 

3.2 Discussion 
 
Due to the variability of the meteorological fields and features having inter-regional influences, 

the discussions of differences between the seasons will not be divided by region. Instead this 

section will be divided into two sections. The first section, similar to section 3.1.1, will focus 

specifically on the climatologies of total MCS counts, regional and seasonal differences, and 

important features. The second section will discuss potential reasons for why seasonal 

differences exist among the variables that describe characteristics of the MCSs. 

Figure 3.9: Region 4 time series of total annual averages for variables describing characteristics of MCSs 
(green lines) spanning the period 1983-2015. Dashed lines represent best-fit lines and their equations and 

r-squared values are provided. 
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3.2.1 Seasonal differences of MCS totals 
 

The lack of long-term trends in total numbers of MCSs for both MAM and SON seasons 

is remarkable, indicating that the seasons, independent from one another, are consistent on an 

annual basis. However, where MCSs tend to develop and how areas of initiation change 

depending on the season is a bit more complicated. Density plots of MCS initiation based on 

latitude/longitude coordinates best describe the disparities between the rainy seasons (Figure 

3.11). April and October were chosen to depict these differences because they represent the 

midpoints of the seasons. 

At first glance, there is a clear disparity between the windward (east side) and leeward 

(west side) of the Great Rift Valley for both seasons. Also, it is easy to pick out several areas of 

enhanced initiation activity. One maximum in activity exists in the lee of the Mitumba Mountain 

Range located on the western edge of the East Africa Highlands in Region 2. This feature is 

prevalent throughout both seasons in their entireties. However, there is a slight southward 

expansion of convection along this mountain chain during SON. The existence of this feature is 

Figure 3.10: Region 4 time series of annual averages for variables describing characteristics of MCSs for 
MAM (red) and SON (blue) rainy seasons spanning the period 1983-2015. Dashed lines represent best-fit 
lines and their equations and r-squared values are provided and colored according to their corresponding 

season. 
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likely due to predominately easterly flow over the terrain at the 650 mb level throughout both 

seasons (Figure 3.12). The terrain acts as an elevated heat source causing the air to heat up, 

become buoyant, and initiate convection on the lee side of the mountains. 

In addition to elevated terrain heating, there is also higher convective available potential 

energy (CAPE) corresponding to this area of enhanced initiation activity (Figure 3.13). Note that 

these are only relatively higher values compared to the surrounding areas. Typically, values of 

this magnitude are considered weak to moderate in the context of convection. Notice the slightly 

higher CAPE values in the SON rainy season. Also recall that MAM MCS totals were 

statistically significantly higher than totals observed in SON for both Region 1 and Region 2. 

Looking at the 875 mb wind field (Figure 3.12), westerly flow off the ocean is more dominant 

during SON as opposed to MAM. Note that the 875 mb wind field was used due to the high 

terrain of the continent and the meteorological fields only being available for relevant portions of 

the domain below this pressure. However, these values are still reliable when discussing flow 

coming from areas of lower elevation since the 1000 mb wind field (not pictured) shows similar 

patterns. The westerly flow during SON indicates that there should be more low-level CAPE 

during this rainy season due to increased moisture flux, which is shown to be true in Figure 3.13. 

However, the increased CAPE in the Congo basin does not correspond to the differences seen in 

the MCS totals. What could potentially be causing increased MCS counts during the MAM 

season? 

Looking at low-level vertical wind shear (Figure 3.14), there are higher shear values on 

average hovering around the equator. There are some higher values just to the south of the 

equator in Region 2 during SON, but the shear is not as consistent as that seen during MAM. 

This is one possible explanation for why higher MCS totals on average are observed for the 

MAM rainy season because low-level shear is thought to be a major component in the initiation 

of MCSs, as mentioned previously section 1.2.4. However, the MCS totals in Region 3 

contradict this notion as there are fewer MCSs during SON (when low-level vertical shear is 

highest across this region) compared to MAM. Therefore, the shear environment may only serve 

as a contribution and is likely not the primary forcing mechanism in MCS initiation. 
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Figure 3.11: Density plots of MCS initiation based on latitude/longitude coordinates spanning the period 1983-2015. MAM MCS initiation is on 
the top row and SON MCS initiation is on the bottom row.



37 

 

Figure 3.12: Monthly climatologies of the 875 mb (left) and 650 mb (right) wind fields spanning the period 1983-2015. The MAM season is on 
the top row and the SON season is on the bottom row. Magnitude is shaded and black lines with arrows are streamlines. 
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Low-level equivalent potential temperature (��e) is another possible predictor of enhanced 

MCS initiation and activity. Figure 3.15 provides vertical cross-sections of ��e for Regions 1 and 

2 averaged over their respective latitudes. Notice that for both regions ��e is higher on average, 

more pronounced over a deeper layer, more longitudinally expansive, and tends to have a larger 

vertical gradient for the MAM season. The larger volume of highly buoyant air coupled with the 

increased vertical gradient indicates that these regions are more unstable during this season 

compared to its SON counterpart. 

There is an interesting feature that appears in the 650mb vorticity averages (Figure 3.16) 

that requires mention. There is a couplet of opposing vorticity signatures near 3°S and 28°E that 

corresponds to this maximum on the lee of the Mitumba Mountain Range. Looking at the 

topographic characteristics of the mountain range (Figure 2.5), there appears to be a small valley 

near the center of this ridge near that latitude/longitude coordinate. The valley feature on the 

Figure 3.13: Monthly climatologies of surface-750 mb CAPE spanning the period 1983-2015. Black 
lines with arrows are streamlines. 
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topographic map along with the vorticity couplet suggests a valley jet near the 650 mb level. 

There is no mention of this feature found anywhere in the literature. This feature, if confirmed, 

could be a major reason for why there is such a prevalent maximum in MCS initiation at that 

location in Region 2 (e.g. mass convergence or additional uplift created by a secondary 

circulation). This has potential implications for further research into the effects of mesoscale 

features on convection and rainfall variability over CEA. 

More scattered enhanced activity exists along the coastline during the MAM season also 

(Figure 3.11), mainly during March and April. The maximum directly north of the Bié Plateau is 

likely the result of uplift caused by the elevated heat source. Additional smaller features along 

the coastal areas coincide with elevated terrain (Figure 2.5). Further north in the domain, there is 

some activity that extends out over the ocean toward the edge of the domain, although it is very 

Figure 3.14: Monthly climatologies of 875-650 mb vertical wind shear spanning the period 1983-2015. 
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limited. In addition to the terrain, the average low-level wind flow is oriented more parallel to the 

coastline during MAM (Figure 3.12). This allows for enhanced low-level CAPE due to increased 

moisture flux off the ocean, as demonstrated by the high CAPE values present over the Atlantic 

Ocean and along the Guinea Coast Region during this season (Figure 3.13). As these winds 

progress northward from Region 3, some of this high CAPE is advected inland along the 

coastline into areas corresponding to the higher convective activity. Values are particularly 

higher in coastal areas of Regions 1 and 2, coinciding with the hot spots of activity. However, 

CAPE values are weak-to-moderate at best over land and convective initiation is only moderate 

in these coastal hot spots.

Conversely, there is very little activity throughout the SON season along the coastal 

areas, with the exception of Region 4 where there is increased activity in the vicinity of the Bié 

Plateau. Notice the development of the AEJ-S in Region 3 near southwestern portions of the 

DRC and northern Angola during the SON rainy season (Figure 3.12). This feature is 

hypothesized to exist due to the enhanced temperature gradients between the woodland areas in 

southern portions of the domain and the rainforest to the north. The average wind vectors are 

roughly parallel to the geopotential height contours (not pictured) at the 650 mb level, the level 

of the jet core. Since the winds are nearly geostrophic, using typical values for wind speed of the 

jet, its length scale, and a Coriolis parameter evaluated at 10°S, a Rossby number of 0.4 is 

attained. This allows for quasigeostrophic theory to be applied when evaluating the effects of the 

jet on surrounding areas. The small region of activity over the Bié Plateau lies on the left exit 

region of this jet, which is typically a region of convergence for southern hemisphere jets. 

However, the peak strength of this jet occurs during the month of September. The lack of 

initiation in the right entrance and left exit regions of the jet suggests that this feature does not 

have direct effects on MCS initiation related to the development of secondary circulations and 

the enhancement of vertical motion. This does not suggest, however, that there is not 

enhancement of, or sustainment of, MCSs after initiation. Therefore, it is more probable that the 

maximum in MCS totals seen over the Bié plateau is due to increased insolation during this 

season causing more elevated terrain heating that results in upslope winds converging near the 

top of the plateau. Further supporting this notion is the persistence of this enhanced area into the 

month of November coinciding with the decreasing strength of the AEJ-S (Figure 3.12) and the 

higher low-level shear in the southwestern portion of the domain (Figure 3.14). In other words, 
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even with the presence of the jet causing higher vertical shear, there is no effect on MCS 

initiation near the coastal areas. This suggests that additional forcing, likely in the form of 

daytime heating of elevated terrain, is necessary to overcome convective inhibition. Additionally, 

there may be some interaction with the sea breeze circulation that helps to enhance convection in 

that region (Jury, 2010). Once initiation occurs, shear may play a more important role, such as 

tilting updrafts in MCSs, subsequently modifying intensity and duration. 

There is also a hotspot of convective activity over Lake Victoria (Figure 3.11). This 

activity has been shown to be a localized related to a combination of the lake breeze and 

mountain/valley breeze circulations. This results in convergence over the lake at night, 

provoking intense nocturnal thunderstorms (Yin and Nicholson, 1998). 

Aside from regions of increased activity, there are larger patterns that are observed within each 

season. Keep in mind that the values in Figure 3.11 are 33-year totals for each latitude/longitude 

position within the domain. �1�R�W�H���W�K�D�W���W�K�H���W�H�U�P���³�Z�H�D�N�´���E�H�L�Q�J���X�V�H�G���K�H�U�H���L�V���Q�R�W���L�Q�G�L�F�D�W�L�Q�J���L�Q�W�H�Q�V�L�W�\��

of convection, but instead the magnitudes of the numbers observed at the latitude/longitude 

locations. During MAM, the month of March shows widespread weak and moderate activity 

over all regions of the domain toward the interior portions of the continent. As the season 

progresses, this activity gradually shifts northward, as evidenced by weak activity in Region 4 

during April. By May, the MCS activity barely exists in Region 4 and Region 3 also shows less 

activity. With respect to the SON season, the exact opposite occurs. September starts out with 

minor MCS initiation for Regions 3 and 4. During the month of October, this activity increases 

to be weak to moderate, similar to Regions 1 and 2 while Region 4 still remains relatively 

weaker in comparison. Finally, once November is reached, the activity becomes more 

homogeneous across the interior of the continent for all regions. Notice that convective activity 

also seems to be confined mainly to land areas during SON. This type of shifting of the patterns 

of activity is reminiscent of the change in maximum insolation throughout the year. During 

MAM (boreal spring), the season starts out with widespread activity that gradually shifts 

northward as the maximum incident angle of the solar radiation moves northward. Conversely, 

activity during SON (austral spring) starts out in the northern portions of the domain and 

gradually spreads southward throughout the season as maximum insolation moves southward 

during the transition into the austral summer season. This suggests that insolation plays a very 

important role in terms of large scale variability and location of MCS initiation over CEA. 
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Figure 3.15: Vertical cross-sections of monthly climatologies for equivalent potential temperature for Region 1 (top left), Region 2 (top right), 
Region 3 (bottom left), and Region 4 (bottom right) spanning the period 1983-2015.
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3.2.2 Seasonal differences of MCS characteristics and propagation 
 

Average displacement, duration, speed, and size of MCSs are much larger for Regions 1, 

2, and 3 while Region 4 exhibits drastically shorter magnitudes for these variables. Also, all 

these variables change latitudinally within the domain. They shift from being larger during the 

MAM season in Region 1 to being nearly equivalent for both seasons in Region 2 (although size 

is statistically significantly different) to being larger during SON in Region 3. Region 4 also 

shows relatively similar values between the seasons for the four variables, significance aside. 

Much of this seasonal shift in magnitudes can likely be attributed to the latitudinal shift 

of maximum insolation. Additionally, Regions 1 and 2 show higher ��e values over a deeper layer 

and across a larger longitudinal expanse during the MAM rainy season (Figure 3.15). Recall that 

the vertical gradients of ��e are larger during MAM as well. Conversely, Regions 3 and 4 show 

only slightly higher ��e values for SON than for MAM and the vertical gradient during SON is 

Figure 3.16: Monthly climatologies of 650 mb vorticity spanning the period 1983-2015. 
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more pronounced as well. Higher ��e values corresponding to regions of larger displacement and 

duration, faster propagation, and larger size suggest that ��e serves as a good predictor of 

convective activity. Given the magnitudes of the variables for both seasons in Region 4, it is 

likely that convection is more localized in nature and likely the result of differential surface 

heating due the prevalence of higher terrain in this region. Low-level ��e for this region is only 

present in two of the three months in each season with much weaker magnitudes compared to the 

other regions. Therefore, any convection initiated by daytime heating will not have enough 

energy to sustain itself for long periods of time. 

Although vertical shear seems to have minimal effects on MCS totals for each season, it 

does have the ability to affect the duration of the systems that do develop. The shear components 

have the ability to tilt the updrafts and affect the longevities of MCSs and, subsequently, their 

displacements. The direction of the shear is also of importance. Referring to Figure 3.12, notice 

the orientation of the streamlines, particularly as they relate to Region 3 in the southern portions 

of the DRC. During the SON rainy season, winds are northwesterly and west-northwesterly in 

the lower levels while in the mid-levels they are southeasterly and east-southeasterly (i.e. vectors 

are parallel and opposite). Contrast that with the winds during MAM, which are southeasterly in 

the lower levels and northeasterly in the mid-levels (i.e. vectors are perpendicular). The 

directional components to winds at different levels have the ability to affect initiation potential of 

MCSs, the duration of these systems, and their displacement. The parallel and opposite 

orientation increases the likelihood for waves propagating at different levels of the atmosphere to 

interact and mutually amplify to become MCSs. This is not as likely to occur when waves are 

propagating perpendicular to one another. This is an important mechanism to consider when 

addressing MCS initiation and propagation. 

At first glance, the average heading for MCSs seems to follow the 650 mb wind field. 

Winds at this level are likely the driving factor steering these systems once they develop. Their 

magnitudes also look to be playing a major role in the speed of propagation. This is reinforced by 

the averages for propagation speed in Table A.1 corresponding to the average wind magnitudes 

seen in Figure 3.12. 

The average minimum CTT achieved by systems on average is much larger in MAM 

compared to SON in Regions 1 and 2 while only marginally larger in MAM in Regions 3 and 4. 

The larger ��e values in the northern portions of the domain likely contribute. More low-level 
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buoyant energy generally leads to more widespread and intense convection as evidenced by the 

larger average CTT contour area and colder CTT minimum. However, the height of the 

tropopause could also influence the disparity seen between the CTTs of MCSs during these 

seasons. Figure 3.17 shows the pressure of the 2 PVU (1 PVU = 10-6 K m2/kg s) surface, 

considered to be the approximate location of the dynamic tropopause. Notice that for MAM the 

troposphere is deeper (located near and above the 85 mb level) over very large portions of the 

domain, particularly over Regions 1 and 2, but also extending into the northern portions of 

Region 3. Conversely in SON, the average depth of the troposphere decreases to where the 

dynamic tropopause lies near the 90 mb level and the latitudinal expanse of the deeper portions 

of the troposphere is not as great as during MAM. Whether or not this is the cause of colder 

CTTs or the result of persistent convection is hard to ascertain. However, given the consistency 

of convection, particularly near the equator and over Region 2, and the clear differences between 

MAM and SON, it is more likely that large scale factors, such as insolation, are dictating 

troposphere depth and subsequently affecting minimum CTTs observed in MCSs. Unfortunately, 

this says nothing about the overall long-term downward trend in minimum CTTs observed for all 

regions in the domain. 

There are both natural and anthropogenic possibilities that could be influencing this 

trend. One possible explanation could be that this is the result of biomass burning. As more land 

is cleared to make way for agriculture and resources, aerosols are being pumped into the 

atmosphere at an ever increasing rate. This increases concentrations of potential cloud 

condensation nuclei leading to smaller drop sizes within regions of convection. Smaller drop 

sizes result in stronger updrafts due to reduced friction and weight of the drops. Coupled with 

increased sensible heat flux at the surface due to land clearing, this enables MCSs to reach higher 

heights in the atmosphere. This explanation would agree with the idea that African MCSs, 

although more intense, are relatively drier than in other tropical regions (Zipser et al., 2006). On 

the contrary, land clearing could have large scale effects on regional temperature gradients. For 

example, land clearing could be causing regional increases in sensible heat flux that is resulting 

in higher temperatures in those regions. These changes could be causing enhancement of 

temperature gradients between the inland areas and Atlantic Ocean. This would create the 

potential for more moisture flux toward inland areas, subsequently increasing low-level moisture 
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and decreasing stability. However, these are only suggestions for why there is a domain-wide 

decrease in minimum CTTs and they will not be investigated here. 

 

 

 

Figure 3.17: Monthly climatologies of 2 PVU surface pressure spanning the period 1983-2015. 
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CHAPTER 4 
 

SUMMARY AND CONCLUSI ON 
 
 

4.1 Agreement with prior research 
 

Annually, average MCS totals are greater on an annual basis when compared with five-

year averages from Jackson et al. (2009), which used the Tropical Rainfall Measuring Mission 

(TRMM) database to analyze MCSs over equatorial Africa. The definition of an MCS and 

thresholds used for their identification may offer one explanation for differences seen between 

the present study and the TRMM database. Furthermore, the method used here has the ability to 

create a slight high bias in annual numbers of MCSs. Many of these systems lie on the higher 

end of what is considered to be mesoscale and thus may contain several CTT minimums that 

propagate in similar directions while being considered separate systems. The thresholds used for 

the area calculation is supposed to mitigate that possibility. However, large irregularities in the 

shapes of the systems and the large size distribution of events make this possibility difficult to 

fully eliminate. In spite of this, this is still very reliable data in terms of differences between the 

seasons and the long-terms trends associated with them. 

Average displacement, duration, and speed are all lower than in prior studies [e.g. Laing 

and Fritsch (1993b)]. This could potentially be due to the 1° resolution of the latitude/longitude 

coordinates introducing averaging errors when fixing the locations to integer coordinate values 

while performing calculations. Also, the method of using minimum CTTs to track MCSs enables 

the algorithm to pick up small scale convective plumes that develop and create new locations for 

observed CTT minimums. This affects the averaging for latitude/longitude designation and adds 

potential biases, particularly for displacement and speed. However, it is equally plausible that 

these small scale plumes could speed up propagation of some systems and add to their 

displacements. Additionally, averaging was done over large longitudinal spans, so it is expected 

that this should mitigate their magnitudes a bit. This is due to the large east-west variations in 

MCS initiation as well as the inclusion of areas over the Great Rift Valley. As a result, the values 

seen here are likely relatively accurate, despite some of the potential drawbacks of the method 

that was employed. Also, much of the previous research has performed analyses over very short 
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time spans. This study, however, offers a 33-year climatology that is more robust for performing 

statistical analyses going forward. 

 The general heading of these systems agrees very well with prior research as they tend to 

propagate westward across the domain. Average minimum CTTs and sizes are specific only to 

this study due to the choices for definition and thresholds. As such, no comparisons can be made 

to prior research over CEA for these two variables. 

 

4.2 Trends, differences, and analysis 
 

Long-term trends in annual MCS totals appear absent or negligible across all regions of 

the domain and this holds true for both rainy seasons as well. Overall, larger MCS totals are 

observed during the MAM rainy season. This is the case across most of the domain, with the 

exception of Region 4, where convection is more localized. Differences between the seasons are 

statistically significant for all variables throughout nearly all regions of the domain. The 

exception to this is Region 2 where displacement, duration, and speed were shown to be very 

similar for both rainy seasons, consistent with prior literature. 

Areas of increased MCS origin coincide with major topographic features, indicating that 

forcing by elevated terrain heating is likely the primary factor in the initiation of these 

convective episodes. Mesoscale features may also contribute and need additional examination, 

such as in the case of the maximum in activity in the lee of the Mitumba Mountain Range. 

Additionally, the latitudinal shifting of convection throughout the seasons underscores the 

importance of insolation increasing the likelihood for initiation of convection. This notion is 

supported by the shifting of larger magnitudes of variables (particularly displacement, duration, 

speed, and size) from MAM to SON farther south in the domain. 

Large-scale circulation patterns create an environment that is suitable for these systems to 

develop, given the elevated heating triggering mechanism. These circulations affect moisture 

advection in the lower level of the atmosphere on a large scale, evident in the low-level CAPE 

fields and low-level ��e cross-sections. The increased low-level buoyant energy coupled with its 

large areal coverage of the domain help sustain systems that develop. The intensities of these 

low-level fields, particularly ��e, coincide with domain-wide differences between sizes, durations, 

and displacements for both rainy seasons. Dynamically speaking, the average magnitudes of the 

winds seem to correspond to the average speeds of the MCSs for both seasons. The orientations 
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of the streamlines also coincide with the headings of these systems on average. This indicates 

that mid-level flow may be a primary predictor of MCS propagation speed and direction, 

contrary to Laing and Fritsch (1993b), who suggested that these systems tend to propagate 

westward toward higher values of low-level ��e over the Atlantic Ocean. Although ��e is an 

important component of convection, it seems to only contribute to the characteristics and 

longevity of the convective features, not their propagation. However, this is mere speculation 

since statistical analysis of the meteorological fields as it relates to the data is beyond the scope 

of this study. 

Orientations of mid- and low-level wind fields affect the shear environment considerably. 

Zipser et al. (2006) suggested that the relationship between enhanced low-level shear and the 

intensity of vertical motion is a plausible indicator for intensity, but not proven. That seems to 

hold true here as it is difficult to ascertain the role low-level shear plays in CEA based on the 

results. Shear does not appear to be a major factor, at least with respect to initiation of MCSs, 

within the domain. However, this does not suggest that it is not important in the maintenance of 

systems beyond their initiations, which has implications for duration, displacement, and intensity 

(i.e. minimum CTTs). 

MCS intensities tend to be greater on average in the northern regions of the domain, 

likely due to the abundance of low-level ��e and more direct insolation throughout the year. This 

is further supported by the average pressures of the 2 PVU surface being lower for Regions 1 and 

2 throughout both seasons. This is likely not the result of enhanced convection deepening the 

troposphere (due to the release of latent heat) as evidenced by similar depths being observed to 

the east and west beyond the domain. Differences between MAM and SON are very pronounced. 

The MAM rainy season shows a deeper troposphere on average compared to SON, contributing 

to the colder CTT minimums observed during MAM. Domain wide, however, the CTT 

minimums have a cooling trend over time. Reasoning for this can only be speculated about, but 

anthropogenic effects from biomass burning is one possible explanation as it relates to updraft 

strength. Furthermore, no other variables see such large changes in long-term trends due to their 

large interannual variabilities making them difficult to detect. 
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4.3 Conclusion 
 

The 33-year climatology created here describing MCS characteristics and behavior 

provides several paths for future research. It permits time series analysis and robust statistics to 

be performed due to the multitude of independent observations spanning several decades. 

Statistical correlations with meteorological fields can also be made so that potential explanations 

can be uncovered related to MCS behavior. This research can be expanded to include all seasons 

so that a wavelet analysis can be implemented to identify dominant modes of variability. 

Knowing the dominant modes of variability will allow for signals related to teleconnections to be 

extracted so that relationships can be established. Additionally, smaller modes of variability can 

be isolated. This may help determine intraseasonal fluctuations so that inferences can be made 

related to short-term convective episodes that are influenced by local and regional dynamics, 

such as equatorial Kelvin wave activity. 

Combining this MCS climatology with other long-term data sets will also be of great 

benefit. For example, comparing MCS behavior with air quality and satellite data will allow for 

potential links between rainfall variability and biomass burning to be established. Research 

linking MCS activity and rainfall variability with Atlantic and Indian Ocean SSTs can also be 

advanced. 

This study can be improved upon as well by refining the algorithm to track the centroids 

of these convective systems as opposed to tracking minimum CTTs. This will give more accurate 

MCS locations and allow the actual track lengths of these systems to be determined, instead of 

their displacements. Knowing their actual tracks, in addition to the sizes of their cloud shields, 

may potentially offer better understanding of soil moisture gradients as they relate to surface 

fluxes and feedbacks. This will also provide information pertaining to local and regional 

hydrologic cycles that can benefit agricultural regions. 

Understanding MCS characteristics and behavior is important for predicting rainfall 

variability over Africa. This study serves only as a step toward that understanding. The locations 

and orientations of terrain features as well as large-scale circulations and forcing mechanisms 

play an important role in creating a suitable environment in which these systems can thrive. 

Thermodynamics appear to control the initiation, size, intensity, and longevity of MCSs, while 

the combination of thermodynamics and dry dynamics tends to control their propagation speeds 

and directions. This has important implications for local and regional hydrologic cycles and 
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subsequently drought monitoring, livestock, and agriculture. Additionally, it will contribute to 

greater understanding of the role African convection plays in the global heat budget. Africa is 

highly complex with regard to atmospheric dynamics. Interactions occur across all spatial and 

temporal scales. Thus, much research is required to establish the role of these systems in rainfall 

variability. 
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APPENDIX A 
 

TABLES FOR AVERAGES AND STATISTICAL SIGNIFICANCE TESTING 
 
 

Table A.1: 33-year annual and seasonal averages for Regions 1-4. 

 33-YEAR AVERAGES 

  Variable 
Annual 

MAM SON   Variable 
Annual 

MAM SON 
Average Average 

R
E

G
 1

 

Displacement (km) 248.51 263.81 232.08 

R
E

G
 2

 

Displacement (km) 235.86 236.32 235.31 

Duration (hrs) 9.4 9.7 9.1 Duration (hrs) 9.5 9.5 9.5 

�^�‰���������~�u���•��÷�• 6.8 7 6.6 �^�‰���������~�u���•��÷�• 6.5 6.5 6.5 

Heading (deg.) 251 247 258 Heading (deg.) 267 259 276 

Min. Temp. (°C) -68.1 -70.5 -65.4 Min. Temp. (°C) -67.8 -68.9 -66.4 

Size (km²) 106,084 122,163 88,820 Size (km²) 100,759 105,521 94,898 

Num. of MCSs 547 283 264 Num. of MCSs 565 312 253 

Tot. Num. MCSs 18,041 9,341 8,700 Tot. Num. MCSs 18,660 10,295 8,365 

R
E

G
 3

 

Displacement (km) 223.76 205.41 243.12 

R
E

G
 4

 

Displacement (km) 178.49 172.51 184.15 

Duration (hrs) 9 8.7 9.3 Duration (hrs) 8.2 8.2 8.1 

�^�‰���������~�u���•��÷�• 6.5 6.2 6.8 �^�‰���������~�u���•��÷�• 5.9 5.8 6 

Heading (deg.) 275 263 283 Heading (deg.) 281 268 291 

Min. Temp. (°C) -66.7 -66.8 -66.5 Min. Temp. (°C) -64.4 -64.8 -63.9 

Size (km²) 92,921 88,955 97,104 Size (km²) 75,998 73,678 78,197 

Num. of MCSs 304 156 148 Num. of MCSs 183 89 94 

Tot. Num. MCSs 10,032 5,150 4,882 Tot. Num. MCSs 6,036 2,937 3,099 
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Table A.2: Confidence intervals and statistical significance of differences between 33-year averages for MAM and SON rainy seasons. 

CONFIDENCE INTERVALS AND SIGNIFICANCE 

  Variable 
MAM Confidence Interval SON Confidence Interval Accept/ 

95% 99% 95% 99% Reject (%) 

R
E

G
 1

 

Displacement (km)   259.49 | 268.13   258.12 | 269.50   228.13 | 236.04   226.88 | 237.29 Reject (99%) 
Duration (hrs)     9.55 | 9.75     9.52 | 9.78     9.01 | 9.19     8.98 | 9.22 Reject (99%) 
�^�‰���������~�u���•��÷�•     6.97 | 7.10     6.95 | 7.12     6.57 | 6.70     6.55 | 6.72 Reject (99%) 
Heading (deg.)   240.89 | 252.19   239.11 | 253.98   252.26 | 262.84   250.58 | 264.52 Reject (95%) 
Min. Temp. (°C)   -70.69 | -70.37   -70.74 | -70.32   -65.55 | -65.25   -65.59 | -65.20 Reject (99%) 

Size (km²)    120,179 | 124,147    119,552 | 124,774     87,412 | 90,229     86,966 | 90,674 Reject (99%) 
Num. of MCSs z = 3.1774 Reject (99%) 

R
E

G
 2

 

Displacement (km)   232.72 | 239.91   231.58 | 241.05   231.30 | 239.32   230.03 | 240.59 Accept 
Duration (hrs)     9.38 | 9.56     9.35 | 9.59     9.37 | 9.57     9.34 | 9.60 Accept 
�^�‰���������~�u���•��÷�•     6.46 | 6.58     6.44 | 6.60     6.41 | 6.54     6.39 | 6.56 Accept 
Heading (deg.)   254.22 | 264.37   252.62 | 265.97   270.30 | 281.56   268.52 | 283.34 Reject (99%) 
Min. Temp. (°C)   -69.08 | -68.77   -69.13 | -68.72   -66.52 | -66.21   -66.56 | -66.16 Reject (99%) 

Size (km²)    103,833 | 107,209    103,299 | 107,743     93,271 | 96,525     92,756 | 97,040 Reject (99%) 
Num. of MCSs z = 7.7632 Reject (99%) 

R
E

G
 3

 

Displacement (km)   201.10 | 209.71   199.74 | 211.07   237.76 | 248.48   236.07 | 250.17 Reject (99%) 
Duration (hrs)     8.61 | 8.82     8.57 | 8.85     9.21 | 9.47     9.17 | 9.51 Reject (99%) 
�^�‰���������~�u���•��÷�•     6.16 | 6.33     6.13 | 6.36     6.69 | 6.86     6.66 | 6.89 Reject (99%) 
Heading (deg.)   256.78 | 269.91   254.70 | 271.99   275.76 | 290.99   273.35 | 293.40 Reject (99%) 
Min. Temp. (°C)   -67.03 | -66.62   -67.09 | -66.55   -66.73 | -66.34   -66.79 | -66.28 Accept 

Size (km²)     87,168 | 90,742     86,603 | 91,308     94,973 | 99,234     94,299 | 99,908 Reject (99%) 
Num. of MCSs z = 1.8706 Accept 

R
E

G
 4

 

Displacement (km)   168.33 | 176.70   167.01 | 178.02   179.43 | 188.87   177.94 | 190.37 Reject (95%) 
Duration (hrs)     8.04 | 8.28     8.00 | 8.31     8.03 | 8.26     7.99 | 8.30 Accept 
�^�‰���������~�u���•��÷�•     5.71 | 5.93     5.68 | 5.97     5.93 | 6.15     5.90 | 6.18 Reject (95%) 
Heading (deg.)   260.45 | 274.97   258.16 | 277.27   283.01 | 298.25   280.60 | 300.66 Reject (99%) 
Min. Temp. (°C)   -65.03 | -64.55   -65.11 | -64.48   -64.17 | -63.72   -64.24 | -63.65 Reject (99%) 

Size (km²)     72,000 | 75,357     71,469 | 75,887     76,351 | 80,042     75,767 | 80,626 Reject (95%) 
Num. of MCSs z = 1.2371 Accept 
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